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ABSTRACT

With the advancement of artificial intelligence (AI) and cloud computing, audio, video, and
jmage manipulation techniques have grown faster and more sophisticated. This type of media
content is known as deepfakes. It is becoming increasingly possible for computers 1o control
media in increasingly convincing ways, for instance, by having a duplicate of a public
individual's voice or superimposing one person's face onto another. Media confirmation, media
provenance, and deepfake discovery are the three types of countermeasures used to counteract
deepfakes. Multi-modal detection techniques are used in deepfake detection solutions in order to
detect whether target media has been altered or synthesized. There are two types of detection
techniques in use today: manual and algorithmic. Techniques utilizing human media analysts
with access to software include traditional manual techniques. Al-based algorithms are used in

algorithmic detection to detect manipulated media. We aim to build a Long Short-Term memory

(LSTM) network model to help detect deepfakes which can be applied to solve several real world
problems caused by deepfakes ranging from distortion of democratic discourse; manipulation of
elections: Weakening the credibility of institutions; weakening journalism; causing social
and causing long-lasting damage to prominent people.

r office. In this work, we present our profound

convolutional neural organization put together model approved with respect to Deepfake

Detection Challenge dataset for crucial Al research in deepfake discovery. Here we train the
dataset on various convolution neural network models like ResNet50 + LSTM. MesoNet,

DenseNet121 and custom models. Our best model of ResNet50 + LSTM has an accuracy score of
94.63%. By implementing this project, To execute code with essential python libraries such as
Keras, Matplotlib, sklearn, and others, Google Colab and Jupiter Notebook are utilized. The
model has demonstrated that it is possible these types of models and apply it in real world

for curbing deepfake videos.

divisions; sabotaging public well-being;
including chose authorities and possibility fo
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