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CS6

MANAGEMENT AND ENTREPRENEURSHIP FOR IT I \DUSTRY

[As per Choice Based Credit System (CBCS) schemel

(Effective from the academic year 2016 -2017)

SEMESTER-V
20IA Marks15CS5 ISubject Code
80Exam Marks4Number of Lecture Hours/Week
03Exam HoursTotal Number of Lecture Hours

CREDITS - 04

Course ob ectives: This course will cnable students to

a

a

Explain the principles of management, organization and entrepreneur'

Discuss on planning, staffing, ERP and their importance

fer tu ona suIh NSanS dntln e ectual rooortance fIn the llr
Teaching
Hours

Module - I

l0 Hours

Functional areas of management, goals of management, levels of management,

brief overview of evolution of management theories,. Planning- Nature,

Introduction - Meaning, nature and characteristics of management, scope and

Organizin
taffi

anre dnatun lannf ancrtan o ngm o S, pe, pp
se cte ontru ttmen andln CSroc os recfn meanr SonIIoofs

Module - 2

Directing and controlling- meaning and nature

motivation Theories, Communication- Meaning
of directing, leadershiP stYles,

and imporlance, Coordination-

establishin control.
Module - 3

l0 Hours

Ssocial feasibi

characterist

ficati

tibarri
feasfeasbi

CS foof entrepreneursnmeanl
nneu altasouvan Sen eursrcn entreprefoSdanonlass gesC treptype

l1oomlecon develcln pro of entrepreneurshipmententrepreneurs
tlbusinessfdent fi o es,oneursren hers ento opportunlaInd and ptrep

tud andb Sfi ann cialb ty vS hn caltecelmark ASfe ty studyty tudy

Module - 4
l0 Hours

eration

projroJ
roJroJ

formu roJ

ti
Marketi

cctofRP 1t.l ane naect dn ect,Etira no fo proJPr pepa
ctna Sd fi ncccaneedectlo ec reportcc SC ort, pn. gnrcppproj

rlsen teEectSSfirml on forlann co rprt,n dc CSln rcpooatl pngpbygu
reasa fouF cn onalnrta Ece- andRPIm oN{ nea lnnnesoR rceu aPI plng

eC dann F nanln aM anES haCaSllenn.I t gemManage
f rIoethnl odsdani rtsosT repoR SOe surceulnanHut'1 II repoA o ypeg

Module - 5
l0 Hoursand Small Enterprises: Definition of micro

characteristics and advantages of micro and small enterprises, steps in establishing

micro and small enterprises, Govemmenr of India indusial policy 2007 on micro and

small enterprises, case study (Microsoft), Case study(Captain G R Gopinath),case

study (N R Narayana Murthy & Infosys), Institutional support: MSME-DI' NSIC,

slDbl, KIADB, KSSIDC, TECSoK, KSFC, DIC and District level single window

Introduction to IPR.
Course outcomes: The students should be able to:

and small enterprises,Micro

staffi ERP and outlineDefine lannilzatlon, enor ur,
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rclatc

purpose,stepstypes

l0 Hours

meaning and importance, Controlling- meaning, steps in controlling, methods of

entrepreneur,Entrepreneur
ln

process,

identification,
of contents,

and
Suppty



their importance in entrepreneurship
Utilize the resources available effectively through ERP
Make use of IPRs and institutional s in en ursh

,,#l[,*'Ifr*u

Question paper pattern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE futl question from each
module.
Text Books:

1. Principles of Management -P. C. Tripathi, P. N. Reddy; Tata McGraw Hill,4th / 6e
Edition,2010.

2. Dynamics of Entrepreneurial Development & Management -Vasant Desai Himalaya
Publishing House.

3. Entrepreneurship Development -Small Business Enterprises -Poomima M
Charantimath Pearson Education - 2(X)6.

4. Management and Entrepreneurship - Kanishka Bedi- Oxford University Press-2017

Reference Books:
l. Management Fundamentals -Concepts, Application, Skill Development Robert Lusier

- Thomson.
2. Entrepreneurship Development -S S Kianka -S Chand & Co.
3. Management -Stephen Robbins -Pearson Education /PHI - I 7th Edition, 2003
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COMPUTER NETWORKS
IAs per Choice Based Credit System (CBCS) schemel

(Effective from the academic vear 2016 -2017)
SEMESTER _ V

20IA Markst 5cs52Subject Code
801 Exam MarksNumber of Lecture Hours/Week

Exam Hours50Total Number of Lecture Hours
CREDITS _ 04

Course ob ectives: This course will enable students to

. Demonstration of application layer protocols

. Discuss transport layer services and understand UDP and TCP protocols

o Explain routers, IP and Routing Algorithms in network layer
o Disseminate the Wireless and Mobile Networks covering IEEE 802.11 Standard

o Illustrate concepts of Multimedia Networking, Security and Network Management

Teaching
Hours

Module - I

l0 HoursApplication Layer: Principles of Network Applications: Network Application

Architectures, Processes Communicating, Transport Services Available to

Applications, Transport Services Provided by the Internet, Application-Layer

Protocols. The Web and HTTP: Overview of HTTP, Non-persistent and

Persistent Connections, HTTP Message Format, User-Server lnteraction:

Cookies, Web Caching, The Conditional CET, File Transfer: FTP Commands &
Replies, Electronic Mail in the Intemet: SMTP, Comparison with HTTP, Mail

Message Format, Mail Access Protocols, DNS; The Intemet's Directory Service:

Services Provided by DNS, Overview of How DNS Works, DNS Records and

Messages, Peer-to-Peer Applications: P2P File Distribution, Distributed Hash

Tables, Socket Programming: creating Network Applications: Socket

Programming with UDP, Socket Programming with TCP.

Tl: Chap 2
Module - 2

l0 HoursTransport Layer : Introduction and Transport-Iayer Services: Rel

Between Transport and Network Layers, Overview of the Transport Layer in the

Intemet, Multiplexing and Demultiplexing: Connectionless Transport: UDP,UDP

Segment Structure, UDP Checksum, Principles of Reliable Data Transfer:

Building a Reliabte Data Transfer Protocol, Pipelined Reliable Data Transfer

Protocols, Go-Back-N, Selective repeat, Connection-Oriented Transport TCP:

The TCP Connection, TCP Segment Structure, Round-Trip Time Estimation and

Timeout, Reliable Data Transfer, Flow Control, TCP Connection Management,

Principles of Congestion Control: The Causes and the Costs of Congestion,

Approaches to Congestion Control, Network-assisted congestion-control

example, ATM ABR Congestion control, TCP Congestion Control: Faimess-

ationship

Tl: Chap 3

Module - 3
l0 HoursThe Network layer: What's Inside a Router?: Input Process

Output Processing, Where Does Queuing Occur? Routing control plane, IPv6,A

Brief foray into IP Security, Routing Algorithms: The Link-State (LS) Routing

The Distance-Vector (DV) Routing Algorithm, Hierarchical Routing,

ing, Switching,

Algorithm,

\n-"^.,- [-*f'
PRINCIPAL

SIEI-, TUMAKURU

03



Routing in thc lntcrnet, Intra-AS Routing in the Intcmet: RIP, lntra-As Routing
in the Intemct: OSPF, Inter/AS Routing: IIGP. Bloadcast Routing Algorithnrs
and Multicast.
Tl: Chap 4z 4.3-4.7

Module - 4

Wireless and Mobile Networks: Cellular lntemet Access: An Overview of
Cellular Network Architecture, 3G Cellular Data Networks: Extending the
Internet to Cellular subscribers, On to 4G:LTE,Mobility management: Principles,
Addrcssing, Routing to a mobile node, Mobile IP, Managing mobility in cellular
Networks, Routing calls to a Mobile user, Handoffs in GSM, Wireless and

Mobility: lmpact on Higherlayer protocols.

TI: Chap: 6:6.44.8

10 Hours

Module - 5

Multimedia Networking: Properties of video, properties of Audio, Types of
multimedia Network Applications, Streaming stored video: UDP Streaming,
HTTP Streaming, Adaptive streaming and DASH, content distribution Networks,
case studies: : Netflix, You Tube and Kankan.
Network Support for Multimedia: Dimensioning Best-Effort Networks,
Providing Multiple Classes of Service, Diffserv, Per-Connection Quality-of-
Service (QoS) Guarantees: Resource Reservation and Call Admission
Tl: Chap: 7 : 7.1,7.2,7.5

l0 Hours

Course outcomes: The students should be able to:
. Explain principles ofapplication layer protocols
o Recognize transport layer services and infer UDP and TCP protocols
. Classify routers, IP and Routing Algorithms in network layer
o Understand the Wireless and Mobile Networks covering IEEE 802.1I Standard
o Describe Multimedia Networking and Network Management

Question paper pattern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each

module.
Text Books:

l. James F Kurose and Keith W Ross, Computer Networking, A TopDown Approach,
Sixth edition, Pearson,20l7 .

Reference Books:
I . Behrouz A Forouzan, Data and Communications and Networking, Fifth Edition,

McGraw Hill, hdian Edition
2. Larry L Peterson and Brusce S Davie, Computer Networks, fifth edition, ELSEVIER
3. Andrew S Tanenbaum, Computer Networks, fifth edition, Pearson
4. Mayank Dave, Computer Networks, Second edition, Cengage Leaming

PRINCIPAL
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DATABASE MANAGEMENT SYSTEM

lAs per Choice Based Credit System (CBCS) schemel
(Effective from the academic year 2016 -2017)

SEMESTER_V
20IA Marksr 5cs53Subject Code
80Exam Marks4Number of Lecture Hours/Week
03Exam Hours50

CREDITS _ 04

Course ob ectives: This course will enable students to

Provide a strong foundation in database concepts, technology, and practice

Desi blems.and build database lications for real world
Module - I

I0 HoursIntroduction to Databases: Introduction, Characteristics of database a

Advantages of using the DBMS approach, History of database applications.

Overview of Database Languages and Architectures: Data Models, Schemas,

and Instances. Three schema architecture and data independence' database

languages, and interfaces, The Database System environment' Conceptual Data

Modelling using Entities and Relationships: Entity types, Entity sets,

attributes, roles, and stmcrural constraints, Weak entiry fpes, ER diagrams,

examples, Specialization and Generalization.

pproach,

3.1 to 3.10

Module - 2
10 HoursRelational Model: Relational Model Concepts, Relational Model Constra

and relational database schemas, Update operations, transactions, and dealing

with constraint violations. Relational Algebra: Unary and Binary relational

operations, additional relational operations (ag$egate, grouping, etc.) Examples

of Queries in relational algebra. Mapping Conceptual Design into a Logical
Design: Relational Database Design using ER{o-Relational mapping. SQL:
SQL data definition and data types, specifying constraints in SQL' retrieval

SQL, INSERT, DELETE, and UPDATE statements in SQL,

ints

Textbook 1: Ch4.1 to 4.5, 5.1 to 5.3 6.1 to 6. Textbook 2: 3.58.1
Additional features of SQL.
queries in

Module - 3
l0 HoursSQL : Advances Queries: More complex SQL retrieval queries,

constraints as assertions and action triggers, Views in SQL, Schema change

statements in SQL. Database Application Development: Accessing databases

from applications, An introduction to JDBC, JDBC classes and interfaces, SQLJ,

Stored procedures, Case study: The intemet Bookshop. Internet Applications:
The three-Tier application architecture, The presentation layer, The Middle Tier

Specifying

Textbook l: Ch7.l to 7 .4 7.5to7.7.Textbook 2: 6.1 to 6.

Module - 4
l0 HoursNormalization: Database Design Theory - lntroduction to No

Functional and Multivalued Dependencies: lnformal design guidelines for
relation schema, Functional Dependencies, Normal Forms based on Primary

Keys, Second and Third Normal Forms, Boyce-Codd Normal Form, Multivalued

rmalization using

and Fourth Normal Form, Join D ncies and Fifth Normal

Total Number of Lecture Hours

Practice SQL programming through a variety ofdatabase problems.

Demonstrate the use ofconcurrency and transactions in database

Teaching
Hours

Textbook 1:Ch l.l to 1.8, 2.1 to 2.6,

Dependency

\n*-" [-*#,
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Form. Normalization Algorithms: Inference Rules, Equivalence, and Minimal
Cover, Properties of Relational Decompositions, Algorithms for Relational
Database Scherna Design, Nulls, Dangling tuples, and alternate Relational
Desigas, Further discussion of Multivalued dependencies and 4NF, Other
dependencies and Normal Forms
Textbook 1: Chl4.l to 14.7, l5.l to 15.6
Module - 5

Transaction Processing: Introduction to Transaction Processing, Transaction
and System concepts, Desirable properties of Transactions, Characterizing
schedules based on recoverability, Characterizing schedules based on
Serializability, Transaction support in SQL. Concurrency Control in
Databases: Two-phase locking techniques for Concurrency control, Concurrency
control based on Timestamp ordering, Multiversion Concurrency control
techniques, Validation Concurrency control techniques, Granularity of Data
items and Multiple Granularity Locking. Introduction to Database Recovery
Protocols: Recovery Concepts, NO-IJNDO/REDO recovery based on Deferred
update, Recovery techniques based on immediate update, Shadow paging,
Database backup and recovery from catastrophic failures
Textbook I : 20. I to 20.6, 2l.l to 21.7, 22.1 to 22.4, 22.7.

l0 Hours

Course outcomes: The students should be able to:
o Identify, analyze and define database objects, enforce integrity constraints on a

database using RDBMS.
o Use Structured Query Language (SQL) for database manipulation.
o Desig;n and build simple database systems
r Develop application to interact with databases.

Question paper prttern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each

module.
Text Books:

l. Fundamentals of Database Systems, Ramez Elmasri and Shamkant B. Navathe, 7th
Edition, 201 7, Pearson.

2. Databaie management systems, Ramakrishnan, and Gehrke, 3'd Edition, 2014,
McGraw Hill

Reference Books:
l Silberschatz Korth and Sudharshan, Ditabase System Concepts, 6e Edition, Mc-

GrawHill,2013.
2. Coronel, Morris, and Rob, Database Principles Fundamentals ofDesign,

Implementation and Management, Cengage l-eaming 2012.

\n"-.- q-.**,*'
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AUTOMATA THEORY AND COMPUTABILITY
[As per Choice Based Credit System (CBCS) schemel

(Effective from the academic year 2016 -2077)
SEMESTER _ V

20IA Marksl5cs54Subject Code
80Exam MarksINumber of Lecture Hours/Week
03Exam Hours50

CREDITS _ 04

Course ob ectives: This course will enablc students to

Introducc core concepts in Automata and Theory of Computation

Identify diflerent Formal language Classes and their Relationships

Design Grammars and Recognizers for different formal languages

Prove or disprove theorems in automata theory using their properties
blemsofCand intractabiliDetermine the decidabili onal

Teaching
Hours

Module - I

10 HoursWhy study the Theory of Computation, Languages and Strings: S

Languages. A Language Hierarchy, Computation, Finite State Machines
(FSM): Deterministic FSM, Regular languages, Designing FSM'

Nondeterministic FSMs, From FSMs to Operational Systems, Simulators for
FSMs, Minimizing FSMs, Canonical form of Regular languages, Finite State

Transducers, Bidirectional Transducers.

trings,

Textbook l: Ch I 3 5.1 to 5.10

Modulc - 2

Regular Expressions (RE): what is a RE?, Kleene's theorem, App

REs, Manipulating and Simplifuing REs. Regular Grammars:

Regular Grammars and Regular languages. Regular l.anguages (RL) and Non-

regular Languages: How many RLs, To show that a language is regular' Closure

properties of RLs, to show some languages are not RLs.

lications of
Definition,

Textbook l: Ch 1.2,8.1 to 8.47 8: 6.1 to 6. 7.1

Module - 3
l0 HoursContext-Free Grammars(CFG): Introduction to Rewrite Systems an

CFGs and languages, designing CFGs, simplifying CFGs, proving that a

Grammar is correct, Derivation and Parse trees, Ambiguity, Normal Forms.

Pushdown Automata (PDA): Definition of non-deterministic PDA' Deterministic

and Non-deterministic PDAs, Non-determinism and Halting, altemative

equivalent definitions of a PDA, altematives that are not equivalent to PDA.
t2.6I 4 12.Textbook l: Ch ll t212: 11.1 to ll.8 l2.l

d Grammars,

Module - 4
l0 HoursContext-Free and Non-Context-Free Languages: Where

Languages(CFl) fit, Showing a language is context-free, Pumping theorem for
CFL, Important closure properties of CFLs, Deterministic CFLs. Algorithms and

Decision Procedures for CFLs: Decidable questions, Un-decidable questions.

Turing Machine: Turing machine model, Representation, Language acceptability

by TM, desiga of TM, Techniques for TM construction.
Textbook l: Ch 13: 13.I to 13.5, Ch 14: 14.1

do the Context-Free

14.2, Textbook 2: Ch 9.1 to 9.6

Module - 5
l0 HoursVariants of Turing Machines (TM), The model of Linear Bounded automata:

Decidabili Definition of an al rithm, decidabili , decidable lan

PRINCIPAf
SIEI,. TUMAKURU

Total Number of Lecture Hours

a

a

a

l0 Hours



Undecidable languages, halting pnrbiem of TM, Post correspondence problem.
Complexity: Crowth rate of functions, the classes of P and NP, Quantum
Computation: quantum computers. Church-Turing thesis.
Textbook 2: Ch9.7 to 9.8, l0.l ttt 10.7,12.1,12.2,12 12.8.1. 12.8.2
Course outcomes: The students should be able to:

Acquire fundamental understanding of the core concepts in automata theory
and Theory of Computation
Leam how to translate between different models of Computation (e.g.,
Deterministic and Non-deterministic and Software models).
Design Grammars and Automata (recognizers) for different language classes
and become knowledgeable about restricted models of Computation
(Regular, Context Free) and their relative powers.
Develop skills in formal reasoning and reduction of a problem to a formal
model, with an emphasis on semantic precision and conciseness.

Classifu a problem with respect to different models of Computation.

a

Question paper pattern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each
module.
Text Books:
l. Elaine Rich, Automata, Computability and Complexity, l" Edition, Pearson

Education,20l21201 3

2. K L P Mishra, N Chandrasekaran , 3d Edition, Theory of Computer Science, PhI,zOlz.
Reference Books:
I . John E Hopcroft, Rajeev Motwani, Jeffery D Ullman, lntroduction to AutomataTheory,

languages, and Computation, 3rd Edition, Pearson Education, 20 I 3

2. Michael Sipser: Introduction to the Theory of Computation, 3rd edition, Cengage
learning,20l3

3. John C Martin, Introduction to [anguages and The Theory of Computation, 3d Edition,
Tata McGraw -Hill Publishing Company Limited,20l3

4. Peter Linz, "An Introduction to Formal l,anguages and Automata",3rd Edition, Narosa
Publishers, 1998

5. Basavaraj S. Anami, Karibasappa K G, Fonnal Languages and Automata theory, Wiley
lndia,2Ol2

6. C K Nagpal, Formal Languages and Automata Theory, Oxford University press, 2012.

\n-"-., G**t+r
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OBJECT ORIENTED MODELING AND DESIGN

lAs per Choice Based Credit System (CBCS) schemel
(Effective from the academic year 2016 -2017)

SEMESTER - V
20IA Marksl5cs55lSubject Code
80Exam MarksNumber of Lecture Hours/Week
03Exam Hours40Total Number of Lecture Hours

CREDITS - 03

Course ob ectives: This course will enable students to

Describe the concepts involved in Object-Oriented modelling and

Demonstrate concept of use-case model, sequence model and state chart model for a

given problem.
Explain the facets of the unified process approach to desip and build a Software

system.
Translate the requirements into implementation for Object Oriented design.

ttem to facilitate develChoose an eduret

a

a

a

a ate des

their benefits.

Teaching
Hours

Module - I

8 l{oursIntroduction, Modelling Concepts and Class Modelling:
orientation? What is OO development? OO Themes; Evidence for usefulness of
OO development; OO modelling history. Modelling as Design technique:

Modelling; abstraction; The Three models. Class Modelling: Object and Class

Concept; Link and associations concepts; Generalization and Inheritance; A
sample class model; Navigation of class models; Advanced Class Modelling,

Advanced object and class concepts; Association ends; N-ary associations;

Aggregation; Abstract classes; Muttiple inheritance; Metadata; Reification;

Constraints; Derived Data; Packages.

What is Object

Text Book-l: Ch l,2,3 and 4
Module - 2

8 HoursUseCase Modelling and Detailed Requirements: Overv
oriented Requirements definitions; System Processes-A use case/Scenario view;

Identiflng Input and outputs-The System sequence diagram; Identifuing Object

Behaviour-The state chart Diagram; Integated Object-oriented Models.

210 to 250Text Book-2:Cha ter- 6:

iew; Detailed object-

Module - 3
8 Hours

Development stages; Development life Cycle; System Conception: Devising a

system concept; elaborating a concept; preparing a problem statement' Domain

Analysis: Overview of analysis; Domain Class model: Domain state model;

Domain interaction model; Iterating the analysis'

Process Overview, System Conception and Domain Analysis: Process Overview:

Text Book-l:Cha and 12ter- l0 1t
Module - 4

I HoursUse case Realization :The Design Discipline within up

Oriented Design-The Bridge between Requirements and Implementation; Design

Classes and Design within Class Diagrams; Interaction Diagrams-Realizing Use

Case and defining methods; Designing with Communication Diagrams; Updating

the Design Class Diagram; Package Diagrams-Structuring the Major

Components; Implementation Issues for Three-Layer Design.

iterations: Object

Text Book-2: Cha 292 to 346r8: a

i'atNetPAL
i, ! j. .:]jril,

J
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Modulc 5

8 HoursDesign Pattems: Introduction; what is a design pattem?, Describing design
pattems, the catalogue of design pattems, Organizing the catalogue, How design
patterns solve-design problems, how to select a design patterns, how to use a
design pattem; Creational patterns: prototype and singleton (only); structural
patterns adaptor and proxy (only).
Text Book-3: Ch-l: l.l, 1.3, 1.4, 1.5, 1.6, 1.7, 1.8,Ch-3,Ch-4.
Course outcomes: The students should be able to:

. Describe the concepts of object-oriented and basic class modelling.
o Draw class diagrams, sequence diagrams and interaction diagrams to solve

problems.
. Choose and apply a befitting design pattem for the given problem.

Question paper pattern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each

module.
Text Books:
l. Michael Blaha, James Rumbaugh: Object Oriented Modelling and Desigr with UML,2nd

Edition, Pearson Education,2005
2. Satzinger, Jackson and Burd: Object-Oriented Analysis & Design with the Unified

Process, Cengage Leaming 2005.
3. Erich Gamm4 Richard HeLn, Ralph Johnson and john Vlissides: Design Patterns -

Elements of Reusable Object-Oriented Software,
Pearson Educati on,2007 .

Referencc Books:
l. Grady Booch et. al.: Object-Oriented Analysis and Design with Applications,3d

Edition,Pearson Education,2007.
2. 2.Frank Buschmann, RegineMeunier, Hans Rohnefl Peter Sommerlad" Michel Stal:

Pattem -Oriented Software Architecture. A system of patterns , Volume I, John Wiley
and Sons.2007.

3.3. Booch, Jacobson, Rambaugh : Object-Oriented Analysis and Design with
Applications, 3'd edition, pearson, Reprint 2013

PRINCIPAL
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INTRODUCTION TO SOF"TWARE TESTING

[As per Choicc Based Credit System (CBCS) schemel
(Effective from the academic year 2016 -2017)

SEMESTER-V
20IA Marksr 5cs552Subject Code
80Exam Marks3Number of Lecture HourVWeek
03Exam Hours40Total Number of Lecture Hours

CREDITS _ 03

Course ob ectives: This course will enable students to

Differentiate the various testing techniques.

Analyze the problem and derive suitable test cases.

Apply suitable technique for designing of flow graph.

a

a

and monitorilann aEx lain the need for
Teaching
Hours

Module - I

8 HoursBasics of Software Testing: Basic definitions, Software Qual
Behaviour and Correctness, Correctness versus Reliability, Testing and

Debugging, Test cases, Insights from a Venn diagram, Identifying test cases,

Test-generation Strategies, Test Metrics, Error and fault taxonomies , Levels of
testing, Testing and Verifrcation, Static Testing.

ity , Requirements,

Tentbook 3: Ch l:1.2 - 1. 3; Textbook 1: Ch I

I HoursProbtem Statements: Generalized pseudo code, the triangle problem, the

Textbook I: Ch 6 &7, Textbook 2: Ch 3
Module - 3

8 HoursFault Based Testing: Overview, Assumptions in lault b
analysis, Fault-based adequacy criteri4 Variations on mutation analysis-

Structural Testing: Overview, Statement testing, Branch testing, Condition

testing, Path testing: DD paths, Test coverage metrics' Basis path testing'

guidelines and observations, Data -Flow testing: Definition-Use testing, Slice-

based testing, Guidelines and obsewations.

ased testing, Mutation

T2:Cha ter9 & l0ter 16 l2 Tl:Cha
Module - 4

8 HoursTest Execution: Overview of test execution, fiom test case specification to test

cases, Scaffolding, Generic versus specific scaffolding, Test oracles, Self-checks

as oracles, Capture and replay Process Framework :Basic principles:

Sensitivity, redundancy, restriclion, partition, visibility, Feedback, the quality

process, Planning and monitoring, Quality goals, Dependability properties

,Analysis Testing, Improving the process, Organizational factors.

Ptanning and Monitoring the Process: Quality and process, Test and analysis
the cessJslrate CS and ans, Risk vl themonl

\a.^",- 0-*f'
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Module - 2

NextDate function, the commission problem, the SATM (Simple Automatic

Teller Machine) problem, the currency converter, Saturn windshield wiper
Functional Testing: Boundary value analysis, Robustness testing, Worst-case

testing, Robust Worst testing for triangle problem, NextDate problem and

commission problem, Equivalence classes, Equivalence test cases for the triangle

problem, NextDate function, and the commission problem, Guidelines and

observations, Decision tables, Test cases for the triangle problem, NextDate

function, and the commission problem, Guidelines and observations.



process, the quality team.
T2: C t7 20.
Module - 5

flapref r /r

Integration and Component-Based Software Testing: Overview, Integration
testing strategies, Testing components and assemblies. System, Acceptance and
Regression Testing: Overview, System testing, Acceptance lesting, Usability,
Regression testing, Regression test selection techniques, Test case prioritization
and selective execution. Levels of Testing, Integration Testing: Traditional
view of testing levels, Altemative life-cycle models, The SATM system,
Separating integration and system tcsting, A closer look at the SATM system,
Decomposition-based, call graph-bascd, Path-based integrations
T2: Chapter 2I & 22,T1 : Chapter 12 & 13

8 Hours

. Derive test cases for any given problem

. Compare the different testing techniques
o Classiff the problem into suitable testing model
. Apply the appropriate technique for the design offlow graph
. Create appropriate document for the software artefact.

Question paper pattern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each

module.
Text Books:
l. Paul C. Jorgensen: Software Testing, A Craftsman's Approach, 3d Edition, Auerbach

Publications, 2008.
2. Mauro Pezze, Michal Young: Software Testing and Analysis - Process, Principles and

Techniques, Wiley India, 2009.
3. Aditya P Mathur: Foundations of Software Testing, Pearson Education,2008.
Reference Books:
I . Software testing Principles and Practices - Gopalaswamy Ramesh, Srinivasan Desikan, 2

nd Edition, Pearson, 2007.
2. Software Testing - Ron Patton, 2nd edition, Pearson Educati on,2004.
3. The Craft of Software Testing - Brian Marrick, Pearson Education, 1995.
4. Anirban Basu, Software Quality Assurance, Testing and Metrics, PHI, 2015
5. Naresh Chauhan, Software Testing, Oxford University press.

\r-.,-- q.,--fu,
PRINCIPAL

SIET. TUI\'IAKURU

Course outcomes: Thc srudcnts should be able to:



ADVANCED JAVA AND J2EE

lAs per Choice Based Credit System (CBCS) schemel
(Effective from the academic year 2016 -2017)

SEMESTER _ V
20IA Marksl scs553Subject Code
80Exam Marks)Number of Lecture HourVWeek
0340Total Number of Lecture Hours

CRE,DITS _ 03

Course objectives: This course will enable students to

r Identify the need for advanced Java concepts like Enumerations and collections
. Construct client-server applications using Java socket API
. Make use ofJDBC to access database through Java Programs

o Adapt servlets to build server side programs
o Demonstrate the use ofJavaBeans to devel com nent-based Java software

Teaching
Hours

Module - I

8 HoursEnumerations, Autoboxing and Annotations(metadata):
Enumeration fundamentals, the values0 and valueofQ Methods, java

enumerations are class qpes, enumerations Inherits Enum, example, type

wrappers, Autoboxing, Autoboxing and Methods, Autoboxingfu nboxing occurs

in Expressions, Autoboxingfunboxing, Boolean and character values,

Autoboxing/Unboxing helps prevent errors, A word of Warning. Annotations'

Annotation basics, specifoing retention policy, Obtaining Annotations at run

time by use of reflection, Annotated element lnterface, Using Default values,

Enumerations,

Marker Annotations, S Member anno Built-ln annotations.

Module - 2
8 HoursThe collections and Framework: Collections Overview, Recent

on Collections.Partin Thou

Changes to

Module - 3
8 HoursString Handling :The String Constructors, String Length, Special String

Operations, String Literals, String Concatenation, String Concatenation with

Other Data Types, String Conversion and toString( ) Character Extraction,

charAt( ), getChars( ), getBytes( ) toCharArrayQ, String Comparison, equals( )

and equalslgnoreCase( ), regionMatches( ) startsWith( ) and endswith( ), equals(

) Versus - , compareTo( ) Searching Strings, Modiffing a String, substring( )'
concat( ), replace( ), trim( ), Data Conversion Using valueOf( ), Changing the

Case of Characters Within a String, Additional String Methods, StringBuffer ,

StringBuffer Constructors, length( ) and capacity( ), ensureCapaciry( ),
setlength( ), charAt( ) and setCharAt( ), getChars( ),append( ), insert( ), reverse(

), delete( ) and deleteCharAt( ), replace( ), substring( ), Additional StringBuffer

Methods, StringBuilder
Text Book l: Ch 15

\n--",- q"*-+"
PRINCIPAT.

SIET. IUFTAKURU

Exam Hours

Collections, The Collection Interfaces, The Collection Classes, Accessing a

collection Via an lterator, Storing User Defined Classes in Collections' The

Random Access Interface, Working Wilh Maps, Comparators, The Collection

Algorithms, Why Generic Collections?, The legacy Classes and Interfaces,



Module 4

Background; The Life Cycle of a Servlet; Using Tomcat for Servlet
Development; A simple Servlet; The Servlet API; The Javax.servlet Package;
Reading Servlet Parameter; The Javax.servlet.http package; Handling HTTP
Requests and Responses; Using Cookies; Session Tracking. Java Server Pages
(JSP): JSP, JSP Tags, Tomcat, Request String, User Sessions, Cookies, Session
Objects
Text Book l: Ch 3I Text Book 2: Ch ll

tl Hours

Module - 5

Thc Concept of JDBC; JDBC Driver Types; JDBC Packages; A Brief Ovewiew
of thc JDBC process; Database Connection; Associating the JDBC/ODBC
Bridge with the Database; Statement Objects; ResultSet; Transaction Processing;
Metadata, Data types; Exceptions.
Text Book 2: Ch 06

8 Hours

Course outcomes: The students should be able to:
. Interpret the need for advanced Java concepts like enumerations and collections in

developing modular and efficient programs
. Build client-server applications and TCP/P socket programs
. Illustrate database access and details for managing information using the JDBC API
o Describe how servlets fit into Java-based web application architecture
o Develop reusable software components using Java Beans

Question paper prttern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering alI the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each

module.

Herbert Schildt: JAVA the Complete Reference, 7ml9th Edition, Tata McGraw Hill,
2007.

u. Jim Keogh: J2EE-TheCompleteReference, McGraw Hill, 2fi)7

Reference Books:
Y. Danicl Liang: Introduction to JAVA Programming, TthEdition, Pearson Education,
2007.

z. Stephanie Bodoff et al: The J2EE Tutorial, 2nd Edition, Pearson Education,2004.
3. Uttam K Roy, Advanced JAVA programming, Oxford University press, 2015.

I,

PRINCIPAL
SIEI., TUMAKUF,U

Text Books:
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20IA Marksl5cs554
80-) Exam MarksNumber of Lecture Hours/Week
03Exam Hours40Total Number of Lecture Hours

CREDITS _ 03

Course objectives: This course will enable students to

Explain principles of algorithms analysis approaches

Compare and contrast a number theoretic based strategies.

Describe complex signals and data flow in networks

a

a

a Apply the computational geometry criteria.
Module - I

8 HoursAnalysis Techniques: Growth functions, Recurrences and solution of recurrence

equations; Amortized analysis: Aggregate, Accounting, and Potential methods,

String Matching Algorithms: Naive Algorithm; Robin-Karp Algorithm, String
matching with Finite Automata, Knuth-Morris-Pratt and Boyer-Moore
Algorithms
Module - 2

8 HoursNumber Theoretic Algorithms: Elementary notions, GCD, Modular arithmetic,
Solving modular linear equations, The Chinese remainder theorem, Powers of an

element RSA Cryptosystem, Primality testing, lnteger factorization, - Huffrnan
Codes, Polynomials. FFT-Huffman codes: Concepts, construction, Proof
correctness of Huffman's algorithm; Representation of polynomials

Module - 3
8 HoursDFT and FFT efficient implementation of FFT, Graph Algorithms, Bellman-Ford

Algorithm Shortest paths in a DAG, Johnson's Algorithm for sparse graphs, Flow
networks and the Ford-Fulkerson Algori ng.thm, Maximum bipartite matchi

Module - 4
8 HoursComputational Geometry-I: Geometric data structures using, C, Vectors, Points,

Polygons, Edges Geometric objects in space; Finding the intersection of a line
and a triangle, Finding star-shaped polygons using incremental insertion.

Module - 5
8 HoursComputational Geometry-ll: Clipping: Cyrus-Beck and Sutherland-Hodman

Algorithms; Triangulating, monotonic polygons; Convex hulls, Gift wrapping
and Graham Scan; Removing hidden surfaces

Course outcomes: The students should be able to:

Explain the principles of algorithms analysis approaches

Apply different theoretic based strategies to solve problems

Illustrate the complex signals and data flow in networks with usage oftools

a

a

a

a Describe the computational geometry criteria.

Question paper pattern:
The question paper will have TEN questions.

There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.

The students will have to answer FIVE full questions, selecting ONE full question tSrnl4g!

PRINCIPAT
SIET. Ttjrr.tAi$,iu

ADVA]\ICED ALGORITHMS
[As per Choice Based Credit System (CBCS) schemel

(Effective from the academic year 2016 -2017)
SEMESTER-V

Subject Code

Teaching
Hours
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module
Text Books:

l. Thornas H. Cormen et al: Introduction to Algorithrns. Prentice Hall India, 1990

2. Michael J. Laszlo: Computational Geometry and Computer Graphics in C' Prentice
Hall India. I 996

Reference Books:
1. E. Horowitz, S. Sahni and S. Rajasekaran, Fundamentals of Computer Algorithms,

University Press, Second edition, 2007
2. Kenneth A Berman & Jerome L Paul, Algorithms, Cengage Leaming, First Indian

reprint, 2008

[s--t'i'
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PROGRAMMING IN JAVA
[As per Choice Based Credit Syslem (CBCS) schemel

(Effective from the academic year 2016'2017)
SEMESTER-V

\"
fi.

!..

l0IA Marksl 5cs56lSubject Code
80Exam MarksJNumber of Lecture HourVWeek

Exam Houn40Total Nurnber of Lecture Hours
CREDITS _ 03

Course objectives: This course will enable students to

Leam fundamental features ofobject oriented language and JAVA

Set up Java JDK environment to create, debug and run simple Java programs'

Learn object oriented concepts using programming examples.

Study the concepts of importing ofpackages and exception handling mechanism

a

a HandliDiscuss the S les with Ob ect Oriented con
Teaching
Hours

Module - I

8 HoursAn Overview of Java: Object-Oriented Programming, A
Second Short Program, Two Control Statements, Using

Issues, The Java Class Libraries, Data Types, Variables, and Arrays: Java Is a

Strongly Typed Language, The Primitive Types, Integers, Floating-Point Types,

Characters, Booleans, A Closer Look at Literals, Variables, Type Conversion and

Casting, Automatic Type Promotion in Expressions, Arrays, A Few Words

About Strings

First Simple Program, A
Blocks of Code, Lexical

Text book 1: Ch ch3
Module - 2

8 HoursOperators: Arithmetic Operators, The Birwise Operators,

Boolean Logical Operators, The Assignment Operator, The

Precedence, Using Parentheses, Control Statements: Java's Selection Statements,

Iteration Statements, Jump Statements.

Relational Operators,
? Operator, Operator

Text book 1: Ch ch5
Module - 3

8 HoursIntroducing Classes: Class Fundamentals, D

Reference Variables, Introducing Methods,

Garbage Collection, The finalize( ) Method, A Stack Class, A Closer Look at

Methods and Classes: Overloading Methods, Using Objects as Parameters. A

Closer Look at Argument Passing, Retuming Objects' Recursion, Introducing

Access Control, Understanding static, Introducing final, Arrays Revisited,

Inheritance: lnheritance, Using super, Creating a Multilevel Hierarchy, When

Constructors Are Called, Method Overriding, Dynamic Method Dispatch, Using

Abstract Classes, Using final with Inheritance, The Object Class.

Text book 1: Ch ch7.t-7.9 ch 8.

eclaring Objects, Assigning Object

Constructors, The this KeYword,

Module - 4

Packages and Interfaces: Packages, Access Protection,

lnterfaies, Exception Handling: Exception-Handling Fundamentals, Exception

Types, Uncaught Exceptions, Using try and catch, Multiple catch Clauses'

tleitea try Statements, throw, throws, finally, Java's Built-in Exceptions,

Creating Your Own Exception Subclasses, Chained Exceptions, Using

Exceptions.

lmporting Packages,

Text book l: Ch 9 ch 10

3el-. t .."'^'-' '-

&r
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8 Hours



Module - 5

Enumerations, Type Wrappers, l/O. Applets, and Other Topics: IiO Basics,
Reading Console Input, Writing Console Output, The PrintWriter Class, Reading
and Writing Files, Applet Fundamentals, The transient and volatile Modifiers,
Using instanceof, strictfp, Native Methods, Using assert, Static Import, Invoking
Overloaded Constructors Through this( ), String Handling: The String
Constructors, String Length, Special String Operations, Character Extraction,
String Comparison, Searching Strings, Modiffing a String, Data Conversion
Using valueOf( ), Changing the Case of Characters Within a String , Additional
String Methods, StringBuffer, StringBuilder.
Text book l: Ch l2.l l2 chl ch 15

PRINCIPAL
SIEL, TUMAKUT{U

Course outcomes: The students should bc able to:
o Explain the object-oriented concepts and JAVA.
. Develop computer programs to solve real world problems in Java.
o Develop simple GUI interfaces for a computer progam to interact with users

Question paper pattern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each

module.
Text Books:

Herbert Schildt, Java The Complete Reference, Tth Edition, Tata Mccraw Hill,2007.
(Chapters 2, 3, 4, 5, 6,7, 8, 9,10, I 2,13,15)

I

Reference Books:
l. Mahesh Bhave and Sunil Patekar, "Programming with Java", First Edition, Pearson

Education,2O08, ISBN:9788 l3 1720806.
2. Rajkumar Bulya,S Thamarasi selvi, xingchen chu, Object oriented Programming with

java, Tata McGraw Hill education private limited.
3. E Balagurusamy, Programming with Java A primer, Tata McGraw Hill companies.
4. Anita Seth and B L Juneja, JAVA One step Ahead, Oxford University Press, 2017.

\t"^",- ['-"ys'

8 Hours



ARTIFICIAL INTELLIGENCE
[As per Choice Based Credit S1'stem (CBCS) schemel

(Effective from the academic vear 2016 -2017)
SEMESTER _ V

20IA Marksl5cs562Subject Code
80Exam MarksJNumber of Lecture Hours/Iveek
03Exam Hours40Total Number of Lecture Hours

Course ob ectives: This course will enable students to

Identify the problems where AI is required and the different methods available

Compare and contrast different AI techniques available.
a

a

a Define and ex lain leami thms
Teaching
Hours

Module - I

8 HoursWhat is artificial intelligence?, Problems, Problem

search technique

TextBookl: Ch 1,2 and 3

Spaces and search, Heuristic

Module - 2
8 HoursKnowtedge Representation Issues,

knowledge using Rules,

TextBoookl: Ch 4, 5 and 6.

Using Predicate Logic, Representing

Module - 3
8 HoursSymbolic Reasoning under Uncertainty, Statistical reasoning, W

Filter Stnrctures.

TextBoookl: Ch 7,8 and 9.

eak Slot and

Module - 4
8 HoursStrong slot-and-fi ller structures, Game Playing

TextBoookl: Ch 10 and 12

Module - 5
8 HoursNatural Language Processing, Leaming, Expert Systems.

TextBookl: Ch 15 l7 and 20

Course outcomes: The students should be able to

Identify the AI based problems

Apply techniques to solve the AI problems

Define leaming and explain various leaming techniques

Discuss on ex tems

Question paper pattern:
The question paper will have TEN questions.

There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.

The students will have to answer FIVE full questions, selecting oNE full question from each

module.
Text Books:

ight & S Arti fi 3 cM raG HialaN rB e,KnKR chE

Reference Books:
Artificial Intelligence: A Modem Approach, Stuart Rusell' Peter N

Education 2nd Edition.
I orving, Pearson

\r"--" Q""**
PRINCIPAL

SIET., TUMAKURU

CREDITS _ 03

a

a

a

I Intelligence,



I. Dan \Y. Patterson, lntroduction to Artificial Intelligence and Expert Systems -
Prentice Hal of lndia.

2. Ci. Luger. ''Artificial Intelligence: Structures and Strategies for complex problem

Solving". Fourth Edition, Pearson Education, 2002.

3. Artificial Intelligence and Expert Systems Development by D W Rolston-Mc Graw

hiil.
4. N.P. Padhy "Anificial Intelligence and Intelligent Systems" , Oxford University

Press-201 5

PRINCIPAL
SIEI., TUMAKURU
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EMBEDDED SYSTEMS

lAs per Choice Based Credit System (CBCS) schemel
(Effective from the academic year 2016 -20171

SEMESTER-V
20IA Marks15CS563Subject Code
80Exam MarksJNumber of Lecture Hours/Week
0340Total Number of Lecture Hours

Course ob ectives: This coursc will cnable students to

Provide a general overview ofEmbedded Systems

Show current statistics ofEmbedded Systems

Design, code, compile, and test real-time software

a

a

a Inte a full hardware and software.functional s tem includin
Teaching
Hours

Module - I

8 HoursIntroduction to embedded systems: Embedded systems, Processor em

into a system, Embedded hardware units and device in a system, Embedded

software in a system, Examples of embedded systems, Design process in
embedded system, Formalization of system design, Design process and desigt
examples, Classification of embedded systems, skills required for an embedded

desiS

bedded

Module - 2
8 HoursDcvices and communication buses for devices network: lO types an

Serial communication devices, Parallel device ports, Sophisticated interfacing

features in device ports, Wireless devices, Timer and counting devices,

Watchdog timer, Real time clock, Networked embedded systems, Serial bus

communication protocols, Parallel bus device protocols-parallel communication
intemet using ISA, PCL PCI-X and advanced buses, Intemet enabled systems-

d example,

ls Wireless and mobile s tem ls.network

8 HoursDevice drivers and interrupts and service mechanism: Programming-

busy-wait approach without intemtpt service mechanism, ISR concept, Intemrpt

sources, Interrupt servicing (Handling) Mechanism, Multiple intemrpts' Context

and the periods for context switching, interrupt latency and deadline,

Classification of processors interrupt service mechanism from Context-saving

UO

an le, Direct mrnaccess, Device driver
Module - 4

8 HoursInter process communication and synchronization of processes, Threads and

tasks: Multiple process in an application, Multiple threads in an application,
Tasks, Task states, Task and Data, Clear-cut distinction between functions. ISRS

and tasks by their characteristics, concept and semaphores, Shared data, Inter-
process connmrnication, Signal function, Semaphore functions, Message Queue
functions Mailbox functions, Pi e functions, Socket functions, RPC functions

Module - 5
8 HoursReal-time operating systems: OS Services, Process management, Timer

functions, Event functions, Memory management, Device, file and IO
subsystems management, Interrupt routines in RTOS environment and handling
of intemrpt source calls, Real-time operating systems, Basic design using an

RTOS, RTOS task scheduli models, in se of the tasksla

PRINCIPAL
SIEI.. TUMAKURU

Exam Hours

CREDITS _ 03

Module - 3

and
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as performance metrics, OS security issues. Introduction to embedded software
development process and tools, Host and target machines, Linking and location
software.
Course outcomes: The students should be able to:

. Distinguish the characteristics of embedded computer systems.

. Examine the various vulnerabilities of embedded computer systems.
o Desigp and develop modules using RTOS.
. Implement RPC, threads and tasks

Question paper pattern :

The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each

module.
Text Books:
l. Raj Kamal, "Embedded Systems: Architecture, Programming, and Desigrr" 2"o I 3*

edition , Tata McGraw hill-2013.
Reference Books:

Marilyn Wolf, "Computer as Components, Principles of Embedded Computing System

Design" 3d edition, Elsevier-20 I 4.

I

PRINCIPAL
SIET,. TUf\,AKURU
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DOT NET FRAMEWORK FOR APPLICATION DEVELOPMEN'I'

IAs per Choice Based Credit System (CBCS) schemel
(Effective from the academic year 2016 -2017)

SEMESTER- V
20IA Markst 5cs564
80Exam Marks3Number of Lecture Hours/Week
03Exam Hours40

CREDITS _ 03

Course ob ectives: This course will enable students to

Inspect Visual Studio programming environment and toolset designed to build
applications for Microsoft Windows
Understand Object Oriented Programming concepts in C# programming language.

Interpret Interfaces and define custom interfaces for application.

Build custom collections and generics in C#
a

a

a Construct events and onsdata usin ex
Teaching
Hours

Module - I

8 HoursIntroducing Microsoft Visual C# and Microsoft Visual Studio 2015:

Welcome to C#, Working with variables, operators and expressions, Writing
methods and applying scope, Using decision statements, Using compound

assignment and iteration statements, Managing errors and exceptions

Tl: C terl-C
Module - 2

Understanding the C# object model: Creating and Managing classes and

objects, Understanding values and references, Creating value types with
enumerations and structures, Using arrays

Textbook l: Ch 7 to 10

Module - 3
8 HoursUnderstanding parameter arrays, Working with inheritance, Creating interfaces

and defining abstract classes, Using garbage collection and resource management

Textbook l: Ch ll to 14

Module - 4
8 HoursDefining Extensible Types with C#: Implementing properties to access

Using indexers, Introducing generics, Using collections
Texthook l: Ch 15 to 18

fields,

Module - 5
8 HoursEnumerating Collections, Decoupling application logic and handling events,

Querying in-memory data by using query expressions, Operator overloading
Textbook l: Ch l9 to 22

Build applications on Visual Studio .NET platform by understanding the syntax and

semantics of C#
Demonstmte Object Oriented Programming concepts in C# programming language

Design custom interfaces for applications and leverage the available built-in interfaces

in building complex applications.
Illustrate the use of generics and collections in C#

ueries to data and define ownue 1n-memoCom or behaviour

uestion attern:er

\n"*.* ["*y*
PRINCIPAL

SIET, TUMAKURU

Subject Code

Total Number of Lecture Hours

6

8 Hours

Course outcomes: The students should be able to:



The question paper will have TEI.N questions.

Therc rvill bc TWO questions from each modulc.
Each question will have questions covering all the topics under a module.
The studenls will have to answer FIVE full questions, selecting ONE full question from each

module.
Text Books:

Joh" Sh",p, Mi*"*ft Visual C# Step by Step, 8'h Edition, PHI Leaming Pvt. Ltd.
20t6

l.

Reference Books:
I . Christian Nagel, "C# 6 and .NET Core 1.0", I st Edition, Wiley India Pvt Ltd, 2016.

Andrew Stcllman and Jennifer Greene, "Hcad First C#", 3rd Edition, O'Reilly
Publications, 2013.

2. Mark Michaelis, "Essential C# 6.0",5th Edition, Pearson Education India,2016.
3. Andrew Troelsen, "Prof C# 5.0 and the .NET 4.5 Framework", 6th Edition, Apress and

Dreamtech Press, 2012.

\r*.- ["--*
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CLOUD COMPUTING
[As per Choice Based Credit System (CBCS) schemel

(Effective from the academic year 2016 -2017)
SEMESTER-V

20l5cs565
80Exam MarksNumber of Lecture Hours/Week
03Exam Hours40

CREDITS - 03

Course objectives: This course will enable students to

Explain the technology and principles involved in building a cloud environment.

Contrast various programming models used in cloud computing
a

a

a ven aate cloud model for aChoose app lication
Teaching
Hours

Module - I

8 Hourslntroduction ,Cloud Computing at a Glance, The Vision of Cloud Computing,
Defining a Cloud, A Closer Look, Cloud Computing Reference Model,

Characteristics and Benefits, Challenges Ahead, Historical Developments,

Distributed Systems, Virnralization, Web 2.0, Service-Oriented Computing,

Utility-Oriented Computing, Building Cloud Computing Environments,

Application Development, lnfrastructure and System Development, Computing
Platforms and Technologies, Amazon Web Services (AWS), Google

AppEngine, Microsoft Azure, Hadoop, Force.com and Salesforce.com,

Manjrasoft Aneka
Virtualization, Introduction, Characteristics of Virtualized, Environments

Taxonomy of Virtualization Techniques, Execution Virtualization, Other Types

of Virtualization, Virtualization and Cloud Computing, Pros and Cons of
Virtualization, Technology
Module - 2

8 HoursCloud Computing Architecture, Introduction, Cloud Reference

Architecture, Infrastructure / Hardware as a Service, Platform as a Service,

Software as a Service, Types of Clouds, Public Clouds, Private Clouds' Hybrid
Clouds, Community Clouds, Economics of the Cloud, Opcn Challenges, Cloud
Definition, Cloud Interoperability and Standards Scalability and Fault Tolerance

Security, Trust, and Privacy Organizational Aspects
Aneka: Cloud Application Platform, Framework Overview, Anatomy of the

Aneka Container, From the Ground Up: Platform Abstraction Layer, Fabric

Services, foundation Services, Application Services, Building Aneka Clouds,

Lrfrastructure Organization, Logical Organization, Private Cloud Deployment

Mode, Public Cloud Deployment Mode, Hybrid Cloud Deployment Mode, Cloud
Programming and Management, Aneka SDK, Management Tools

Model,

Module - 3
8 HoursConcurrent Computing: Thread Programming, Introducing Parallelism for Single

Machine Computation, Programming Applications with Threads, What is a

Thread?, Thread APIs, Techniques for Parallel Computation with Threads,

Multithreading with Aneka, Introducing the Thread Programming Model, Aneka

Thread vs. Common Threads,' Programming Applications with Aneka Threads,

Aneka Threads Application Model, Domain Decomposition: Matrix
Multiplication, Functional Decomposition: Sine, Cosine, and Tangent.

High-Throughput Computing: Task P.ogt@

\.-"".* G--*
PRINCIPAL

SIET., TUMAKURU

Subject Code IA Marks

3

Total Number of Lecture Hours



Characterizing a Task, Contputing Categories, Frarnervorks tbr Task Computing,
Task-based Application Models, Embarrassingly Parallel Applications,
Parameter Sweep Applications, MPI Applications, Workflow Applications with
Task Dependencies, Aneka Task-Based Programming, Task Programming
Model, Developing Applications with the Task Model, Developing Parameter

S A lication, M Workflows
Module - 4

Data Intensive Computing: Map-Reduce Programming, What is Data-Intensive
Computing?, Characterizing Data-lntensive Computations, Challenges Ahead,
Historical Perspective, Technologies for Data-lntensive Computing, Storage

Systems, Progranrming Platforms, Aneka MapReducc Programming, Introducing
the MapReducc Programnring Model, Example Application

8 Hours

Module - 5

Cloud Platforms in Industry, Amazon Web Services, Compute Services, Storage

Services, Communication Services, Additional Services, Google AppEngine,
Architecture and Core Concepts, Application Life-Cycle, Cost Model,
Observations, Microsoft Azure, Azure Core Concepts, SQL Azure, Windows
Azure Platform Appliance.
Cloud Applications Scientific Applications, Healthcare: ECG Analysis in the
Cloud, , Social Networking, Media Applications, Multiplayer Online Gaming.

8 Hours

Course outcomes: The students should be able to:

Explain the concepts and terminologies of cloud computing
Demonstrate cloud frameworks and technologies

Define data intensive computing
Demonstrate cloud applications

a

a

Question paper prttern:
The question paper will have ten questions.
There will be 2 questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer 5 full questions, selecting one full question from each

module.
Text Books:

l. Rajkumar Buyya, Christian Vecchiola,
Cloud. Computing McGraw Hill Education

and Thamarai Selvi Mastering

Reference Books:
NIL

PRINCIPAL
SIET., TUMAKURU
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COMPUTER NETWORK LABORATORY

[As per Choice Based Credit System (CBCS) schemel
(Effective from the academic year 2016 -2017)

SEMESTER_V
IA Marksr 5csL57Subject Code

80Exam Marks0ll + 02PNumber of Lecture HoursAVeek
03Exam Hours40Total Number of Lecture Hours

CREDITS _ 02

: This course wrll enable students toCourse ob
Demonstrate operation of network and its management commands

Simulate and demonstratc thc performance of GSM and CDMA
Im lement data link la and ols.la

fanD on
For the experiments below modify the topology and parameters set

take multiple rounds ofreading and analyze the results available in

hs and conclude. Use NS2/NS3

Lab E
PART A

Implement three nodes point - to - point network with duplex li
Set the queue size, vary the bandwidth and find the number ofpackcts dropped.

2. lmplement transmission of ping messages/trace route over a netu'ork topology

consisting of6 nodes and find the number of packets dropped due to congestion.

3. lmplement an Ethemet LAN using n nodes and set multiple traffic nodes and plot

congestion window for different source / destination.
4. Implement simple ESS and with transmitting nodes in wire-less LAN by simulation

and determine the performance with respect to transmission ofpackets.

5. Implement and study the performance of GSM on NS2A'{S3 (Using MAC layer) or
equivalent environment.

6. Implement and study the performance of CDMA on NS2/NS3 (Using stack called

Call net) or equivalent environment.

I nks between them.

PART B
Implement the following in Java:

7. Write a program for error detecting code using CRC-CCITT ( l6- bits)-

8. Write a program to find the shortest path between vertices using bellman-ford

algorithm.

9. Using TCP/P sockets, u'rite a client - server program to make the client send the file
name and to make the server send back the contents of the requested file ifpresent.

10. Write a program on datagram socket for clienVsen'er to display the messages on

client side, gped at the server side.

l1- Write a program for simple RSA algorithm to encrypt and decrypt the data.

12. Write a program for congestion control using leaky bucket algorithm.

Stud ent / Pro ect:
\il-
Course outcomes: The students should be able to:

Analyze and Compare various networking protocols.

Demonstrate the ts of networkinofdifferent

k*.* t--Ts'
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anal and evaluate s in NS2 NS3
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Conduction of Practical Examination:
l. All laboratory experiments are to be included for practical exanrination.
L Students are allowed to pick one experiment from pafi A and part B with lot.
3. Strictly follow the instructions as printed on the cover page of ansrver script
4. Marks distribution: Procedure + Conduction + Viva: 80

Part A: 10+25+5 40
Part B: 10+25+5 40

5. Change of experiment is allowed only once and marks allotted to the procedure part to be
madc zero.

L
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DBMS LABORATORY WITH MINI PROJECT

lAs per Choice Based Credit System (CBCS) schemel
(Effective from the academic year 2016 -2017)

SEMESTER _ V
20IA MarksI5CSL58Subject Code
80Exam Marks0tl + 02PNumber of Lecture HoursAMeek
03Exam Hours

CREDITS - 02

ectives: This course will enable students toCourse ob
Foundation knowledge in database concepts, technology
students into well-informed database application developers.

and practice to groom

ctrl o databasefthrou vaan L ntronS cc vSQ ghprogrammpractl
s backand -endtool1e a cI tronsa USdatabasevD c

Descri tion (If an
PART-A: SQL Programming (Max. Exam Mks

o Design, develop, and implement the specifi
using Oracle, MySQL, MS SQL Server, or

. s0)
ed queries for the following problems
any other DBMS under

LINU)UWindows environment.
. Create Schema and insert at least 5 records for each table. Add appropriate

database constraints.
roj

rcatlons
icati obi

M Jks. 0E ax mMi n P ect )(Max
AI IlTl fron -endt tooanor other SIJSE C# HPPU vava, Python,

weor baAS -alstand onedeson kustm dembe traons teda top/laptoppp
OS notareon Andro d/tea onasedb

Lab E eriments:
Part A: SQL mmln
I Consider the following schema for a Library Database:

BOOKGook-id, Title, Publisher-Name, Pub-Year)
BOOK_AUTHORSGaaLId, Author-Name)
PUBLISHER(Name, Address, Phone)

BOOK_COPIES(Book-id, Branch-i4 No-of Copies)
BOOK-LENDING(BqqLiIL Branch-id, Card-No, Date-Out, Due-Date)

LIBRARY_BRANCH(Branch-id, Branch-Name, Address)

Write SQL queries to
l. Retrieve details of all books in the library - id, title, name ofpublisher,

authors, number ofcopies in each branch, etc.

2. Get the particulars of borrowers who have borrowed more than 3 books' but

from Jan 2017 to Jun 2017.
3. Delete a book in BOOK table. Update the contents of other tables to reflect

this data manipulation operation.
4. Partition the BOOKtable based on year of publication. Demonstrate its

working with a simple query.
5. Create a view of all books and its number of copies that are currently

available in the Li
) Consider the following schema for Order Database

CUSTOMER(CustomeLid, Cust-Name, City, Grade, Salesman-id)

ORDERS(Ord No, Purchase-Amt, Ord Date, Customer id, Salesman-id)

SALESMAN(Salesman i Name, City, Commission)

s above lore's avera
Write SQL queries to

I . Count the customers with

PEINCIPAL

40Total Nurnber of Lecture Hours

problems.
DBMS.front-end

PART-B:



2. Find the name and numbers of all salesman who had more than one customer.
3. List all the salesman and indicate those who have and don't have customers in

their cities (Use UNION operation.)
4. Create a view that finds the salesman who has the customer with the highest

order ofa day.
5. Demonstrate the DELETE operation by removing salesman with id 1000. All

his orders must also be deleted.

-t

DIRECTOR(Dir id, Dir_Name, Dir_Phonc)
MOVIES(Mov_id, Mov_Title, Mov_Year, Mov_Lang, Dir_id)
MOVIE_CAST(AcLid, Mov_id, Role)
RATING(Mov id, Rev_Stars)
Write SQL queries to

l. List the titles of all movies directed by'Hitchcock'.
2- Find the movie names where one or more actors acted in two or more movies.
3. List all actors who acted in a movie before 2000 and also in a movie after

201 5 (use JOIN operation).
4. Find the title ofmovies and number olstars for each movie that has at least

one rating and find the highest number ofstars that movie received. Sort the
result by movie title.

5. Update rating ofall movies directed by 'Steven Spielbqg lo 5.

ACTOR Act id, Act Name. Act Gender)
Consider the schema lor Movie Database:

4 Consider the schema for College Database:
STUDENT(USN, SName, Address, Phone, Gender)
SEMSEC(SSID, Sem, Sec)
CLASS(USN, SSID)
SUBJECT(Subcode, Title, Sem, Credits)
IAMARKS(USN, Subcode, SSID, Testl, Test2, Test3, FinalIA)
Write SQL queries to

l. List all the student details studying in fourth semester 'C' section.
2. Compute the total number of male and female students in each semester and in

each section.
3. Crcate a vicw of Testl marks of student USN' lBIl 5CSl 0l' in all subjects.
4. Calculate thc FinalIA (averagc ofbest two test marks) and update the

concsponding table for all students.
5. Catcgorize students based on thc following criterion:

If FinaltA - 17 to 20 then CAT : 'Outstanding'
If FinalIA : I 2 to l6 then CAT = 'Average'
If FinalIA< l2 then CAT : 'Weak'
Give these details only for Sth semester A, B, and C section studenls.

5 Consider the schema for Company Database:
EMPLOYEE(SSN, Name, Address, Sex, Salary, SuperSSN, DNo)
DEPARTMENT(DNo, DName, MgrSSN, MgrStartDate)
DLOCATION(DNq,DLoc)
PROJECT€Na, PName, Plocation, DNo)
WORKS_ON(SSN, PNo, Hours)
Write SQL queries to

l Make a list of all project numbers for projects that involve an employee
whose last name is 'Scott', either as a worker or as a manager ofthe
department that controls the project.

PRINCIPAL
SIET., TUMAKURU
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Show the resulting salaries if every employee working on the 'loT'
given a l0 percent raise.

Find the sum of the salaries ofall employees of the 'Accounts' department, as

well as the maximum salary, the minimum salary, and the average salary in

this department
Retrieve the name ofeach employee who works on all the projects

controlledby department number 5 (use NOT EXISTS operator).

For each department that has more than five employees' retrieve the

department number and the number of its employees who are making more

2

3

4

5

project is

than Rs. 6,00,000.
Part B: Mini ro ect

For any problem selected, write the ER Diagram, apply ER-mapping rules'

normalize the relations, and follow the application development process.

Make sure that the application should have five or more tables, at least one

trigger and one stored procedure, using suitable frontend tool.

Indicative areas include; health care, education, industry, transport, supply chain'

a

etc.

Course outcomes: The students should be able to:

Create, Update and query on the database.

Demonstrate the working of different concepts of DBMS
a

a lication.for anlemen ect deveanal and evaluate the

Conduction of Practical Examination:
l. All laboratory experiments from part A are to be included for practical

examination.
2. Mini project has to be evaluated for 30 Marks.
3. Report should be prepared in a standard format prescribed for project work.

4. Students are allowed to pick one experiment from the lot.

5 . Strictly follow the instructions as printed on the cover page of answer script.

6. Marks distribution:
a) Part A: Procedure + Conduction + Viva:I0 + 35 +5 =50 Marks
b) Part B: Demonstration + Report + Viva voce = 15+10+05 = 30 Marks

7. Change of experiment is allowed only once and marks allotted to the procedure

to be made zero.
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CRYPTOGR{PH\', NETWORK SECURITY AND CYBER LAW
lAs pcr Choice Based Credit System (CBCS) schemel

(Effective from the academic 1'ear 2016 -2017)
SEMESTER_ VI

Subject Code

Number of Lecture Hours/Week 4 Exam Marks 80

Total Number of Lecture Hours 50 Exam Hours 03

CREDITS _ 04

Course objectives: This course will cnablc students to
r Explain the concepts ofCyber security
r Illustrate key management issues and solutions.
o Familiarize with Cryptography and very essential algorithms
o lntroduce cyber Law and ethics to be followed.

Module - I Teaching
Hours

Introduction - Cyber Attacks, Defence Strategies and Techniques, Guiding
Principles, Mathematical Background for Cryptography - Modulo Arithmetic's,
The Greatest Comma Divisor, Useful Algebraic Structures, Chinese Remainder
Theorem, Basics of Cryptography - Preliminaries, Elementary Substitution
Ciphers, Elementary Transport Ciphers, Other Cipher Properties, Secret Key
Cryptography ProductCiphers, DESConstruction.

l0 Hours

Module - 2

Public Key Cryptography and RSA - RSA Operations, Why Does RSA Work?,
Performance, Applications, Practical Issues, Public Key Cryptography Standard
(PKCS), Cryptographic Hash - lntroduction, Properties, Construction,
Applications and Performance, The Birthday Attack, Discrete Logarithm and its
Applications - lntroduction, Diffie-Hellman Key Exchange, Other Applications.

l0 Hours

Module - 3
Key Management - Introduction, Digital Certificates, Public Key Infrastructure,
Identity-based Encryption, Authentication-I - One way Authentication, Mutual
Authentication, Dictionary Attacks, Authentication - II - Centalised
Authentication, The Needham-Schroeder Protocol, Kerberos, Biometrics, IPSec-
Security at the Network Layer - Security at Different layers: Pros and Cons,
IPSec in Action, Intemet Key Exchange (IKE) Protocol, Security Policy and
IPSEC, Virtual Private Networks, Security at the Transport Layer - Introduction,
SSL Handshake Protocol, SSL Record Layer Protocol, OpenSSL.

l0 Hours

Module - 4

IEEE 802.1 I Wireless LAN Security - Background, Authentication,
Confidentiality and Integrity, Viruses, Worms, and Other Malware, Firewalls -
Basics, Practical Issues, Intrusion Prevention and Detection - Introduction,
Prevention Versus Detection, Types of lnstruction Detection Systems, DDoS
Attacks Prevention/Detection, Web Service Security - Motivation, Technologies
for Web Services, WS- Securi SAM Other Standards.

IT act aim and objectives, Scope of the act, Major Concepts, knportant
provisions, Attribution, acknowledgement, and dispatch of electronic records,
Secure electronic records and secure digital signatures, Regulation of certiflng
authorities: Appointment of Controller and Other offrcers, Digital Signarure
certificates, Duties of Subscribers, Penalties and udication, The

l0 Hours

10 Hours
Module - 5

l5cs6l IA Marks 20

\-.,*.-" 
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regulations appellate tribunal, Offences, Network service providers not to be

liable in certain cases, Miscellaneous Provisions

Course outcomes: The students should be able to:

Discuss cryptogaphy and its need to various applications

Design and develop simple cryptography algorithms

Understand cyber security and need cyber Law

Question paper pattern:
The question paper will have TEN questions.

There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.

The students will have to answer FIVE full questions, selecting oNE full question from each

module
Text Books:

Cryprography, Network Security and Cyber Laws - Bernard Menezes, Cengage

Leaming, 2010 edition (Chapters- 1,3,4,5,6,7,8,9,10,1 1,12,13,14,15,19(19.1-
te .s\,21(2t .t-2r.2), 22(22.1-22.4),2s

I

Reference Books:
l. Cryptography and Network Security- Behrouz A FororrT,n, Debdeep Mukhopadhyay,

Mc-GrawHill, 3d EditiorL 2015

2. Cryptography and Network Security- William Stallings, Pearson Education, 7s

Edition
3. Cyber Law simplified- Vivek Sood, Mc-GrawHill, I le reprint , 2013

4. Cyber security and Cyber laws, Alfred Basta, Nadine Basta, Mary brown, ravindra

kumar, Cengage learning

\n.,'.,- [-*f"
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COMPUTER GRAPHICS AND VISUALIZATION
IAs per Choice Based Crcdit System (CBCS) schemcl

(Effective from thc academic year 2016 -2017)
SEMESTER _ VI

l5cs62 20Subject Code

4 80Number of Lecture HoursAVeek
Exam Hours 03Total Number of Lecture Hours 50

CREDITS _ 04

Course objectives: This course will cnablc studcnts to
o Explain hardware, software and OpenGL Graphics Primitives.
o Illustrate interactive computer graphic using the OpenGL.
. Design and implementation of algorithms for 2D graphics Primitives and attributes.
. Demonstrate Geometric transformations, viewing on both 2D and 3D objects.
o Infer the representation ofcurves, surfaces, Color and Illumination models

Teaching
Hours

Module - I

l0 HoursOverviet': Computer Graphics and OpenGL: Computer Graphics:Basics of
computer graphics, Application of Computer Graphics, Video Display Devices:
Randon.r Scan and Raster Scan displays, color CRT monitors, Flat panel displays.
Raster-scan systems: video controller, raster scan Display processor, graphics
workstations and viewing systems, lnput devices, graphics networks, graphics on

the intemet, graphics software. OpenGL: Introduction to OpenGL ,coordinate
reference frames, specifying two-dimensional world coordinate reference frames

in OpenGL, OpenGL point functions, OpenGL line functions, point attributes,
line attributes, curve attributes, OpenGL point attribute functions, OpenGL line
attribute functions, Line drawing algorithms(DDA, Bresenham's), circle
generation algorithms (Bresenham's).
Text-l:Chapter -l: 1-1 to l-9,2-l to 2-9 (Excluding 2-5),3-l to 3-5J-9,3-20
Module - 2

l0 HoursFill area Primitives,2D Geometric Transformations and 2D viewing: Fill
area Primitives: Polygon fill-areas, OpenGL polygon fill area functions, fill area

attributcs, general scan line polygon fill algorithm, OpenGL fill-area attribute
functions. 2DGeometric Transformations: Basic 2D Geometric Transformations,
matrix reprcsentations and homogeneous coordinates. Inverse transformations,
2DComposite transformations, other 2D transformations, raster methods for
geometric transformations, OpenGL raster transformations, OpenGL geometric
transformations function, 2D viewing: 2D viewing pipeline, OpenGL 2D viewing
functions.
Text-l :Chapter 3-14 to 3-16,4-9,4-10,+14,5-l to 5-7,5-l7,6-l'64
Module - 3

l0 HoursClipping,3D Geometric Transformations, Color and Illumination Models:
Clipping: clipping window, normalization and viewport transformations, clipping
algorithms,2D point clipping, 2D line clipping algorithms: cohen-sutherland line
clipping only -polygon fill area clipping: Sutherland-Hodgeman polygon clipping
algorithm only.3DGeometric Transformations: 3D translation, rotation, scaling,
composite 3D transformations, other 3D transformations, a{fine transformations,
OpenGL geometric transformations functions. Color Models: Properties of light,
color models, RGB and CMY color models. Illumination Models: Light sources,

basic illumination models-Ambient light, diffuse reflection, specular and phong

PRINCIPAL
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model, Corresponding openGL functions.
Text-l:Chapter :6-2 to 6-08 (Excluding ft),5-9 to S-I7(Excluding s-lt'f 2-

I,t2-2,12-4,12-6,I0- I ,I 0-3

Module - 4

3D Viewing and Visible Surface Detection: 3DViewing:3D viewing concepts,

3D viewing pipeline, 3D viewing coordinate parameters , Transformation from
world to viewing coordinates, Projection transformation, orthogonal projections,

perspective projections, The viewport transformation and 3D screen coordinates-

OpenGL 3D viewing functions. Visible Surface Detection Methods:

Classification of visible surface Detection algorithms, back face detection, depth

buffer method and OpcnGL visibility detection functions.
Text-l:Chapter: 7-l to 7-l0(Excluding 7-7), 9-l to 9-3,9-14

I0 Hours

Module - 5

Input& interaction, Curves and Computer Animation: Input and Interaction:

Input devices, clients and servers, Display Lists, Display Lists and Modelling,
Programming Event Driven Input, Menus Picking, Building Interactive Models,
Animating Interactive programs, Desiga of Interactive programs, Logic
operations .Curved surfaces, qua&ic surfaces, OpenGL Quadric-Surface and

Cubic-Surface Functions, Bezier Spline Curves, Bezier surfaces, OpenGL curve

functions. Corresponding openGL functions.
Text-l:Chapter :8-3 to 8-6 (Excluding 8-5)'8-9'8-10,8-11'3-8,8-18'13-11,3-
2,13-3,13-4,13-10
Text-2:Chapter 3: 3-l to 3.11: Input& interaction

l0 Hours

Course outcomes: The students should be able to;

r Design and implement algorithms for 2D graphics primitives and attributes.
o Illustrate Geometric transformations on both 2D and 3D objects.
. Apply concepts ofclipping and visible surface detection in 2D and 3D viewing, and

Illumination Models.
. Decide suitable har,dware and software for developing graphics packages using

OpenGL.

Quetion paper pattern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.

The students will have to answer FIVE full questions, selecting ONE full question from each

module.

l. Donald Heam & Pauline Baker: Computer Graphics with OpenGL Version,3
td I 4th

Reference Books:
l. James D Foley, Andries Van Dam, Steven K Feiner, John F Huges Computer graphics

with OpenGL: pearson education
2. Xiang, Plastock: Computer Graphics , sham's outline series, 2nd edition, TMG.
3. Kelvin Sung, Peter Shirley, steven Baer : Interactive Computer Graphics, concepts

and applications, Cengage Leaming
4. M M Raiker, Computer Graphics using Open GL, Filip learning,/Elsevier

PRINCIPAL
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Text Books:

Edition, Pearson Education,2Ol I
2. Edward Angel: Interactive Computer Graphics- A Top Down approach with OpenGL,

5e edition. Pearson Education, 2008



SYSI'EM SOFTWARE AND COIIIPILER DESIGN
lAs pe r Choice Based Credit Svstem (CBCS) schemel

(Effective from the academic year 2016 -2017)
SEMESTER_ VI

l
IA Marks 20Subject Code

Exam Marks 804Number of Lecture Hours/Week
0350 Exam Hours

CREDITS _ 04

Course obj ectives: This course will enable students to

. Definc System Software such as Assemblers, Loaders, Linkers and Macroprocessors
o Familiarize with source file, object file and executable file structures and libraries
o Describc the front-end and back-end phases of compiler and their importance to

students

Teaching
Hours

Module - I

I0 HoursIntroduction to Systenr Software, Machine Architecture of SIC and SIC/)G.
Assemblers: Basic assembler functions, machine dependent assembler features,

machine independent assembler features, assembler design options.
Macroprocessors: Basic macro processor functions,
Text book l: Chapter l: 1.1,1.2,I.3.1,t.3.2, Chapter2 : 2.1-2.4,Chapter4:
4.r.1,4.1.2

10 HoursLoaders and Linkers: Basic Loader Functions, Machine Dependent Loader
Features, Machine Independent Loader Features, Loader Design Options,
Implementation Examples.
Text book I : Chapter 3 ,3.1 -3.5

l0 HoursIntroduction: language Processors, The structure ofa compiler, The evaluation
of programming languages, The science of building compiler, Applications of
compiler technology, Programming language basics
Lexical Analysis: The role of lexical analyzer,lnput buffering, Specifications of
token, recognition of tokens, lexical analyzer generator, Finite automate.

Text book 2:Chapter I l.l-1.6 Chapter 3 3.r - 3.6

Module - 4
I0 HoursSyntax Analysis: Introduction, Role Of Parsers, Context Free Grammars, Writing

a grammar, Top Down Parsers, Bottom-Up Parsers, Operator-Precedence Parsing

Text book 2: Chapter 4 4.1 4.2 4.3 4.4 4.5 4.6 Text book I : 5.1.3

Module - 5
10 Hou rs

Text book 2: Chapter 5.1, 5.2,5-3,6.1, 6.2' 8.1' 8.2

Course outcomes: The students should be able to
o Explain system software such as assemblers, loaders, linkers and macroprocessors

o Desigp and develop lexical analyzers, parsers and code generators

o Utilize lex and yacc tools for implementing different concepts of system software

\ [s*-*s,
PRINCTPAL
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Total Nurnber of Lecture Hours

Module - 2

Module - 3

Syntax Directed Translation, lntermediate code generation, Code generation



Question paper pattern:
The question paper will have TEN questions.

There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.

The students will have to answer FIVE full questions, selecting ONE full question from each

module
Text Books:

System Software by Leland. L. Beck, D Manjul4 3 edition. 2012

Compilers-Principles, Techniques and Tools by Alfred V Aho, Monica S- Lam, Ravi

Sethi, Jeffrey D. Ullman. Pearson, 2'd edition, 2007

I

2

Reference Books:
Systems programming - Srimanta Pal , Oxford university prcss, 2016

System programming and Compiler Desigrr, K C Louden, Cengage Leaming

System software and operating system by D. M. Dhamdhere TMG

Desi K Muneeswaran, Oxford Universi Press 201 3.

I

2

3

4
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OPERATING SYSTEMS
[As per Choice Based Credit System (CBCS) schemel

(Effective from the academic year 2016 -2017)
SEMESTER-VI

IA Marks 20Subject Code

Exam Marks 80lNumber ol Lecture Hours/Week I
Exam HoursTotal Number of Lecture Hours 50

CREDITS _ 04

Course objectives: This coursc will cnable students to
o Introduce concepts and terminology used in OS
o Explain threading and multithreaded systems
. Illustrate process synchronization and concept ofDeadlock
. Introduce Memory and Virtual memory management, File system and storage

techniques
Teaching
Hours

Module - I

l0 HoursIntroduction to operating systems, System structures: Whal operating systems

do; Cornpuler System organization; Computer System architecture; Operating
System structure; Operating System operations; Process management; Memory
management; Storage management; Protection and Security; Distributed system;

Special-purpose systems; Computing environments. Operating System Services;

User - Operating System interface; System calls; Types of system calls; System

programs; Operating system design and implementation; Operating System

structure; Virtual machines; Operating System generation; System boot. Process

Management Process concept; Process scheduling; Operations on processes:

Inter process communication
Module - 2

l0 HoursMulti-threaded Programming: Overview; Multithreading models; Thread

Libraries; Threading issues. Process Scheduling: Basic concepts; Scheduling

Criteria; Scheduling Algorithms; Multiple-processor scheduling; Thread

scheduling. Process Synchronization: Synchronization: The critical section

problem; Peterson's solution; Synchronization hardware; Semaphores; Classical

problems of synchronization; Monitors
Module - 3

l0 [IoursDeadtocks: Deadlocks; System model; Deadlock characterization; Methods for
handling deadlocks; Deadlock prevention; Deadlock avoidance; Deadlock
detection and recovery from deadlock. Memory Management: Memory
management strategies: Background; Swapping; Contiguous memory allocation;
Paging; Stmcture ofpage table; Segmentation.

Module - 4
l0 HoursVirtual Memory Management: Background; Demand paging; Copy-on-write;

Page replacement; Allocation of irames; Thrashing. File System,

Implementation of File System: File system: File concept; Access methods;

Directory structure; File system mounting; File sharing Protection:

lmplementing File system: File system structure; File system implementation;

Directory implementation; Allocation methods; Free space management.

Module - 5
l0 HoursSecondary Storage Structures, Protection: Mass storage structures; Disk

PRINCIPAL
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structurc; Disk attachment; Disk scheduling; Disk managemenq Swap space

management. Protection: Goals ofprotection, Principles ofprotection, Domain of
protection, Access matrix, Implementation of access matrix, Access control,

Revocation ofaccess rights, Capability- Based systems. Case Study: The Linux
Operating System: Linux history; Design principles; Kernel modules; Process

managementi Scheduling; Memory Management; File systems, Input and output;

Course outcomes: The students should be able to:

Demonstrate need for OS and different types of OS

Apply suitable techniques for management of different resources

Use processor, memory, storage and file system commands

a

a

a

a case studiesthrouRcalize the different

Question paper pattern:
The question paper will have TEN questions.

There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.

The students will have to answer FIVE full questions, selecting ONE full question from each

module.
Text Books:

Abraham Silberschatz, Peter Baer Galvin, Greg Gagne, Operating System PrincipI les

edition, Wil India, 2006.

Reference Books
l. Ann McHoes Ida M Fylnn, Understanding Operating System, Cengage Leaming, 6

Pearson.

PRINCIPAL
SIEI, TUMAKURU

Inter-process communication.

of OS in Dlatform ofusage

Edition
2. D.M Dhamdhere, Operating Systems: A Concept Based Approach 3rd Ed, McGraw-

Hill.2013.
3. P.C.P. Bhatt, An lntroduction to Operating Systems: Concepts and Practice 4th Edition,

PH(EEE),2014.
4. William Stallings Operating Systems: Internals and Design Principles, 6th Edition'



Subject Code l scs6s l IA Marks 20

Number of Lecture HoursA eek J Exam Marks 80
Total Number of Lecture Hours 40 Exam Hours 03

CREDITS _ 03
Course objectives: This course will enablc studcnts to

o Define multi-dimensional data models.
r Explain rules related to association, classification and clustering analysis.
o Comparc and contrast between different classification and clustering algorithms

Module - I Teaching
Hours
8 HoursData Warehousing & modeling: Basic Concepts: Data Warehousing: A

multitier Architecture, Data warehouse models: Enterprise u/arehouse, Data mart
and virtual warehouse, Extraction, Transformation and loading, Data Cube: A
multidimensional data model, Stars, Snowflakes and Fact constellations:
Schemas for multidimensional Data models, Dimensions: The role of concept
Hierarchies, Measures: Their Categorization and computation, Typical OLAP
Operations.

Module - 2

8 HoursData warehouse implementation& Data mining: Efficient Data Cube

computation: An overview, lndexing OLAP Data: Bitmap index and join index,
Efficient processing of OLAP Queries, OLAP server Architecture ROLAP versus

MOLAP Versus HOLAP. : Introduction: What is data mining, Challenges, Data
Mining Tasks, Data: Types of Data, Data Quality, Data Preprocessing, Measures

of Similarity and Dissimilarity,

Association Analysis: Association Analysis: Problem Definition, Frequent Item

set Generation, Rule generation. Altcrnative Methods for Generating Frequent
Item sets, FP-Growth Algorithm, Evaluation of Association Pattems.

8 Hours

Module - 4

Classification : Decision Trees Induction, Method for Comparing Classifiers,
Rule Based Classifiers, Nearest Neighbor Classifiers, Bayesian Classifiers.

8 Hours

Module - 5

8 HoursClustering Analysis: Overview, K-Means, Agglomerative Hierarchical
Clustering, DBSCAN, Cluster Evaluation, Density-Based Clustering, Graph-
Based Clustering, Scalable Clustering Algorithms.
Course outcomes: The students should be able to:

o Identify data mining problems and implement the data warehouse
o Write association rules for a given data pattern.
. Choose between classification and clustering solution.

Question paper pattern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.

PRINCIPAL
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DATA MININGAND DATA WAREHOUSING
lAs per Choice Based Credit St'stem (CBCS) schemel

(Effective from the academic year 2016 -2017)
SEMESTER _ VI

Module - 3
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The students will have to answer FIVE full questions, selecting ONE full question from each

module
Text Books:

I . Pang-Ning Tan, Michael Steinbach, Vipin Kumar: Introduction to Data

Pearson, First impression,20l4.
2. Jiawei Han, Micheline Kamber, Jian Pei: Data Mining -Concepts and Techniques, 3d

Edition, Kaufmann Pub 20t2.

Mining.

Reference Books:
l. Sam Anahory, Dennis Murray: Data Warehousing in the

Impression,20l2.
2. Michael.J.Berry,Gordon.S.Linoff: Mastering Data Mining , Wiley Edition' second

12.

Real World, Pearson,Tenth

pRtNCtpAL
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SOFTW,{RE ARCHITECTURE AND DESIGN PATTERNS
lAs per Choicc Bascd Credit S1'stem (CBCS) schemel

(Effective from the academic year 2016 -2017)
SEMESTER - VI

IA Marks 20Subject Code l5cs652
Exam Marks 80Number of Lecture Hours/Week J

Total Number of Lecture Hours 40 Exam Hours 03

CREDITS _ 03

Course objectives: This course will enable students to
o To Learn How to add functionality to designs while minimizing complexity.
o What code qualities are required to maintain to keep code flexible?
o To Understand the common desigr patterns.
. To explore the appropriate pattems for desigrr problems

Teaching
Hours
8 HoursIntroduction: what is a design pattem? describing design patterns, the catalog of

design pattem, organizing the catalog, how design pattems solve design
problems, how to select a design pattem, how to use a design pattem. What is
object-oriented development? , key concepts of object oriented design other
related concepts, benefits and drawbacks of the paradigm
Module - 2

8 HoursAnalysis a System: overview of the analysis phase, stage l: gathering the

requirements functional requirements specification, defining conceptual classes

and relationships, using the knowledge of the domain. Design and
Implementation, discussions and further reading.
Module - 3

8 HoursDesign Pattern Catalog: Structural pattems,
decorator, lacade, fl yweight, proxy.

Adapter, bridge, composite,

Module - 4
8 HoursInteractive systems and the MVC architecture: Introduction, The MVC

architectural pattem, analyzing a simple drawing program , designing the system,

designing of the subsystems, getting into implementation , implementing undo
operation , drawing incomplete items, adding a new feature , pattem based

solutions.

8 HoursDesigning with Distributed Objects: Client server system, java remote method
invocation, implementing an object oriented system on the web (discussions and

further reading) a note on input and output, selection statemen I S AITA

Course outcomes: The students should be able to:

Desigrr and implement codes with higher performance and lower complexity
Be aware of code qualities needed to keep code flexible
Experience core design principles and be able to assess the quality ofa design
with respect to these principles.
Capable ofapplying these principles in the design of object oriented systems.

Demonstrate an understanding of a range of design pattems. Be capable of
comprehending a design presented using this vocabulary.

Be able to select and apply !q itable patterns in specific contexts

a

a

a

Question paper pattern:

PRINCTPAL
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The question paper will have TEN questions.

There rvill be TWO questions from each modulc.
Each question will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each

module.
Text Books:

I . Object-oriented analysis, design and implementation, brahma dathan, samath

rammath, universities press,20l3

2. Design pattems, erich gamma, Richard helan, Ralph johman , john vlissides

,PEARSON Publication,20 I 3.

Rel'erence Books:
I . Frank Bachmann, RegineMeunier, Hans Rohnert '?attern Oriented Software

Architecture" -Volume l, 1996.
2. William J Brown et al., "Anti-Pattems: Refactoring Software, Architectures and

1998.

\n*r- q"--*
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OPERATIONS RESEARCH
lAs per Choice Based Credit System (CBCS) schemel

(Effective from the academic year 2016 -2017)
SEMESTER - VI

IA Marks 20r 5cs653

Exam Marks {i0JNumber of Lecture HoursAVeek
40 Exam Hours 0lTotal Nurnber of Lecture Hours
CREDITS _ 03

Course objectives: This course will enable students to

Formulate optimization problem as a linear programming problem.

Solve optimization problems using simplex method.

Formulate and solve transportation and assignment problems.

Apply game theory for decision making problems.a

Teaching
Hours

Module - I

Introduction, Linear Programming: Introduction: The origin, nature and

impact of OR; Defining the problem and gathering data; Formulating a
mathematical model; Deriving solutions from the model; Testing the model;
Preparing to apply the model; Implementation .

Introduction to Linear Programming Problem (LPP): Prototype example,
Assumptions of LPP, Formulation of LPP and Graphical method various
examples.
Module - 2

8 HoursSimplex Method - l: The essence of the simplex method; Setting up the simplex
method; Types of variables, Algebra of the simplex method; the simplex method
in tabular form; Tie breaking in the simplex method, Big M method, Two phase

method.
Module - 3

8 HoursSimplex Method - 2: Duality Theory - The essence of duality theory, Primal
dual relationship, conversion of primal to dual problem and vice versa. The dual
simplex method.
Module - 4

8 HoursTransportation and Assignment Problems: The transportation problem, Initial
Basic Feasiblc Solution (IBFS) by North West Corner Rule method, Matrix
Minima Method, Vogel's Approximation Method. Optimal solution by Modified
Distribution Method (MODI). The Assignment problem; A Hungarian algorithm
for the assignment problem. Minimization and Maximization varieties in
transportation and assignment problems.
Module - 5

8 HoursGame Theory: Game Theory: The formulation of two persons, zero sum games;

saddle point, maximin and minimax principle, Solving simple games- a protot)?e
example; Games with mixed strategies; Graphical solution procedure.

Metaheuristics: The nature of Metaheuristics, Tabu Search, Simulated
Annealing, Genetic Algorithms
Course outcomes: The students should be able to

o Select and apply optimization techniques for various problems.
o Model the given problem as transportation and assignment problem and solve.
. Apply game theory for decision support system.

\'r-"^-', 
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Question paper pattern:
The question paper will have TEN questions.

There will be TWO questions from each module.

Each question will have questions covering all the topics under a module.

The students will have to answer FWE full questions, selecting oNE full question from each

module.
Text Books:
I . D.S. Hira and P.K. Gupta, Operations Research, (Revised Edition), Published by S.

Chand & Company Ltd,2014
Reference Books:
. S Kalavathy,
. S D Sharma,

I
2

0l-Aug-2002Limited,PublishingOperation P\,tHouseVikasResearch,

\n*,* q"--*
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DISTRIBUTED COMPL'I'I NG SYSTEM
lAs per Choice Based Crcdit S1'stem (CBCS) schemel

(Effective from the academic l ear 2016 -2017)
SEMESTER _ VI

Subject Code IA Marks 20

Number of Lecture Hours/Week ) Exam Marks 80

Total Number of Lecture Hours Exam Hours 03

Course objectives: This course will enable students to
o Explain distributed system, their characteristics, challenges and system models.
o Describe IPC mechanisms to communicate between distributed objects
. Illustrate the operating system support and File Service architecture in a distributed

system
o Analyze the fundamental concepts, algorithms related to synchronization.

Module - I Teaching
Hours

Characterization of Distributed Systems: Introduction,
Resource sharing and the Web, Challenges
System Models: Architectural Models, Fundamental Models

Examples of DS, 8 Hours

Module - 2

Inter Process Communication: Introduction, API for Intemet Protocols,
Extemal Data Representation and Marshalling, Client - Server Communication,
Group Communication
Distributed Objects and RMI: Introduction, Communication between

Distributed Obiects, RPC, Events and Notifications

8 Hours

Module - 3

Operating System Support: lntroduction, The OS layer, Protection, Processes

and Threads, Communication and Invocation , Operating system architecture
Distributed File Systems: Introduction, File Service architecture, Sun Network
File System
Module - 4

Time and Global States: Introduction, Clocks, events and process status,

Synchronizing physical clocks, Logical time and logical clocks, Global states

Coordination and Agreement: Introduction, Distributed mutual exclusion,
Elections

8 Hours

Module - 5

Distributed Transactions: lntroduction, Flat and nested distributed transactions,

Atomic commit protocols, Concurrency control in distributed transactions,

distributed deadlocks

8 Hours

Course outcomes: The students should be able to:

o Explain the characteristics ofa distributed system along with its and design
challenges

o Illustrate the mechanism oflPC between distributed objects
. Describe the distributed file service architecture and the important characteristics of

SUN NFS.
Discuss concurrency control algorithms app lied in distributed transactions

Question paper pattern:
The question paper will have TEN questlons.

\.-.- b--f,"
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40
CREDITS _ 03

8 Hours



There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.

The students will have to answer FM full questions, selecting ONE full question from each

n.rodule.

Text Books:
Tim DistributedDollimore Kindberg:Coulouris, andSandJean ystems Concepts

1 George
20095'h Pearson

Reference Books:
I . Andrew S Tanenbaum: Distributed Operating Systems, 3

2007
2. Ajay D. Kshemkalyani and Mukesh Singhal, Distributed Computing: Principles,

Algorithms and Systems, Cambridge University Press, 2008
l5OxfordSeema " Distributed3. Sunita

edition, Pearson publication,

PRINCIPAL
SIET.. TUMAKURU.

Desim,

\n*.- [---/"



IIIOBI LE APPLICATION DEVELOPMENT
lAs per Choicc Based Credit Sl stem (CBCS) schenrel

(Effcctivc from the academic lear 2016 -2017)
SEMESTER _ VI

Subject Code l5cs66l IA Marks 20

Number of Lecture Hours/Week 3 Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03

Course objectives: This course will enable students to
. Leam to setup Android application development environment
o Illustrate user interlaces for interacting with apps and triggering actions
. Interpret tasks used in handling multiple activities
o Idenlify options to save persistent application data
o Appraise the role of security and performance in Android applications

Module - I Teaching
Hours

Get started, Build your first app, Activities, Testing, debugging and using support
libraries

8 llours

Module - 2

User Interaction, Delightful user experience, Testing your UI 8 Hours

Background Tasks, Triggering, scheduling and optimizing background tasks 8 Hours
Module - 4

All about data, Preferences and Settings, Storing data using SQLite, Sharing data

with content providers, Loading data using loaders
8 Hours

Mpdule - 5

Permissions, Performance and Security, Firebase and AdMob, Publish 8 Hours
Course outcomes: The students should be able to:

o Creat€, test and debug Android application by setting up Android development
environment

r Implement adaptive, responsive user interfaces that work across a wide range of
devices.

o Infer long running tasks and background work in Android applications
. Demonstrate methods in storing, sharing and retrieving data in Android applications
r Analyze performance of an&oid applications and understand the role of permissions

and security
Describe the steps involved in publishing Android application to share with the world

Question paper pattern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each quesfion will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each

module.
Text Books:

I Google Developer Training, "Android Developer Fundamentals Course - Concept
Reference", Google Developer Training Team, 2017.

https://www.gitbook.com/book/google-developer{raining/android-developer-
fundamentals-course-concepts/detailt LDownloud pdf file from th

\n*.,* b--+,
6.J

CREDITS _ 03

Module - 3



Reference Books:
I . Elik Helhnan, "Android Programming Pushing the Limits", I Edition, Wiley India

Pvt Lrd, 2014.
2. Dawn Griffiths and David Griffrths, "Head First Android Development", l" Edition,

O'Reilly SPD Publishen, 2015.
3. J F DiMarzio, "Beginning Android Programming with Android Studio", 4th Edition'

Wiley India Pvt Ltd,20l6. ISBN-13: 978-8126565580
4. Anubhav Pradhan, Anil V Deshpande, " Composing Mobile Apps" using Android'

w I 2014 ISBN: 978-8 l-2654660-2

\$t -r- 0-"^.-/',
PRINCIPAL

SIET., TUMAKURU.



BIG DATA ANALYTICS
IAs per Choice Bascd Credit System (CBCS) scheme]

(Effective from the academic 1'ear 2016 -2017)
SEMESTER- VI

Subject Code l5cs662 IA Marks 20

Number of Lecture HoursMeek .l Exam Marks 80

Total Number of Lecture Hours 40 03

CREDITS _ 03

Course objectives: This course will enablc studcnts to
o Interprct the data in the context ofthe business.

o Identily an appropriate method to analyze the data

o Show analytical model ofa system
Module - I Teaching

Hours
Introduction to Data Analytics and Decision Making: Introduction, Overview
of the Book, The Methods, The Software, Modeling and Models, Graphical

Models, Algebraic Models, Spreadsheet Models, Seven-Step Modeling
Process.Describing the Distribution of a Single Variable:Introduction,Basic
Concepts, Populations and Samples, Data Sets,Variables,and Observations,

Types of Data, Descriptive Measures for Categorical Variables, Descriptive
Measures for Numerical Variables, Numerical Summary Measures, Numerical
Summary Measures with StatTools,Charts for Numerical Variables, Time Series

Data, Outliers and Missing Values,Outliers,Missing Values, Excel Tables for
Fi ltering,Sorling.and Summarizing.
Finding Relationships among Variables: lntroduction, Relationships among
Categorical Variables, Relationships among Categorical Variables and a

Numerical Variable, Stacked and Unstacked Formats, Relationships among
Numerica[ Variables, Scatterplots, Correlation and Covariance, Pivot Tables.

08 Hours

Module - 2

Probabilitl and Probability Distributions:lntroduction,Probability Essentials,
Rule of Complements, Addition Rule, Conditional Probability and thc
Multiplication Rule, Probabilistic Indcpendence, Equally Likely Events,
Subjectivc Versus Objective Probabilities, Probability Distribution of a Single
Random Variable, Summary Measures of a Probability Distribution, Conditional
Mean and Variance, Introduction to Simulation.
Normal,Binormal,Poisson,and Exponential Distributions:lntroduction,The
Normal Distribution, Continuous Distributions and Density Functions, The
Normal Density,Standardizing:Z-Values,Normal Tables and Z-Values, Normal
Calculations in Excel, Empirical Rules Revisited, Weighted Sums of Normal
Random Variables, Applications of the Normal Random Distribution, The
Binomial Distribution, Mean and Standard Deviation of the Binomial
Distribution, The Binomial Distribution in the Context of Sampling, The Normal
Approximation to the Binomial, Applications of the Binomial Distribution, The
Poisson and Exponential Distributions, The Poisson Distribution, The
Exponential Distribution

08 Hours

Decision
Monetary

Decision
Analysis,

Making under Uncertainty:lntroduction,Elements of
Payoff Tables, Possible Decision Criteria, Expected

08 Hours

PRINCIPAL
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Module - 3
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Value(EMY),sensitivity Analysis, Decision Trees, Risk Pro

Tree Add-ln,Bayes' Rule, Multistage Decision Problems and the Value of
Information, The Value of Information, Risk Aversion and Expected Utility,
Utility Functions, Exponential Utilily, Certainty Equivalents, Is Expected Utility
Maximization Used?
Sampling and Sampling Distributions: Introduction, Sampling Terminology,

Methods for Selecting Random Samples, Simple Random Sampling' Systematic

Sampling, Stratified Sampling, Cluster Sampling, Multistage Sampling Schemes,

Introduction to Estimation, Sources of Estimation Error, Key Terms in Sampling,

Sampling Distribution of the Sample Mean, The Central Limit Theorem' Sample
linIdeas for Si le RandomSize Selection, Sunrma of Ke

files, The Precision

Module - 4

Confidence Interval Estimation: Introduction, Sampling

Distribution, Other Sampting Distributions, Confidence Interval for a Mean,

Confidence Interval for a Total, Confidence lnterval for a Proportion, Confidence

Interval for a Standard Deviation, Confidence Interval for the Difference between

Means, lndependent Samples, Paired Samples, Confidence Interval for the

Difference between Proportions, Sample Size Selection, Sample Size Selection

for Estimation of the Mean, Sample Size Selection for Estimation of Other

Parameters.
Hypothesis Testing: Introduction,Concepts in Hypothesis Testing, Null and

Alternative Hypothesis, One-Tailed Versus Two-Tailed Tests, Types of Errors,

Significance Level and Rejection Region, Significance from p-values, Type II
Errors and Power, Hypothesis Tests and Confidence Intervals, Practical versus

Statistical Significance, Hypothesis Tests for a Population Mean, Hypothesis

Tests for Other Parameters, Hypothesis Tests for a Population Proportion'
Hypothesis Tests for Differences between Population Means, Hypothesis Test for
Equal Population Variances, Hypothesis Tests for Difference between Population

Distributions, The t

Pro , chions, Tests for Normali Test for

08 HoursRegression Analysis: Estimating Relationships: Introduction, Scatterplots :

Graphing Relationships, Linear versus Nonlinear Relationships,Outliers,Unequal

Variance, No Relationship,Correlations:Indications of Linear Relationships,

Simple Linear Regression, Least Squares Estimation, Standard Error of Estimate,

The Percentage of Variation Explained:R-Square,Multiple Regression,

Interpretation of Regression Coefficients, Interpretation of Standard Error of
Estimate and R-Square, Modeling Possibilities, Dummy Variables' Interaction
Variables, Nonlinear Transformations, Validation of the Fit.
Regression Analysis: Statistical lnference:Introduction,The Statistical Model,
Inferences About the Regression Coefficients, Sampling Distribution of the

Regression Coefficients, Hypothesis Tests for the Regtession Coefficients and p-

Values, A Test for the Overall Fit: The ANOVA
Table,Multicollinearity,Include/Exclude Decisions, Stepwise

Regression,Outliers,Violations of Regression Assumptions,Nonconstant Error
Variance,Nonnormali of Residuals,A utocorrelated Residuals,Prediction.
Course outcomes: The students should be able to:

Explain the importance of data and data analysis

Interpret the probabilistic models for data

a

leDefine h hesis, uncertain

.,.i1uf;f;#^,

08 Hours

Module - 5



Evaluate regression analysis

Question paper pattern:
The question paper rvill have ten questions.
There will be 2 questions from each module.
Each question will have questions covering all the topics under a nrodule.
The students will have to answer 5 full questions, selecting one full question from each

module.
Text Books:

l. S C Albright and W L Winston, Business analyics: data analysis and decision
making, 5/e Cenage Leaming

Reference Books:

\n-^",". 
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WIRELf,SS NETWORKS AND MOBILE COMPUTING
[As per Choice Based Credit System (CBCS) schemel

(Effective from the academic year 2016 -2017)
SEMESTER_\rI

lscs663 IA MarksSubject Code
80Exam Marks3Number of Lecture Hours/Week
0340Total Number of Lecture Hours

CREDITS _ 03

Course ob ectives: This course will enablc students to

o Describe the wireless communication.

o Illustrate operations involved in Mobile IP.

. Discover the concepts ofmobile computing and databases

Teaching
Hours

Module - I

8llours
Mobile Devices Mobile System Networks, Data Dissemination, Mobility
Management, Security Cellular Networks and Frequency Reuse, Mobile

Smartphone, Smart Mobiles, and Systems Handheld Pocket Computers,

Handheld Devices, Smart Systems, Limitations of Mobile Devices

Mobile Communication, Mobile Computing, Mobile Computing Architectue,

Module - 2
8 HoursGSM-Services and System Architecnrre, Radio ln

Mobile Satellite Communication Networks

CSM Localization, Call Handling Handover, Security, New Data Services,

General Packet Radio Service High-speed Circuit Switched Data, DECT'

Modulation, Multiplexing, Controlling the Medium Access Spread Spectrum'

Frequency Hopping Spread Spectrum (FHSS),Coding Methods, Code Division

Multiple Access, IMT-2000 3G Wireless Communication Standards, WCDMA
3G Communications Standards ,CDMMA2000 3G Communication Standards, I-

mode, OFDM, High Speed Packet Access (HSPA) 3G Network

Long{erm Evolution, WiMax Rel I .0 IEEE 802' I 6e, Broadband Wireless

terfaces of GSM, Protocols of

Access,4G Networks,

8 HourslP and Mobile IP Network Layers, Packet Delivery and

Location Management, Registration, Tunnelling and Encapsulation, Route

Optimization Dynamic Host Configuration Protocol, VoIP, IPsec

Conventional TCP/lP Transport Layer Protocols, Indirect TCP, Snooping TCP

Mobile TCP, Other Methods of Mobile TCPJayer Transmission ,TCP over

Handover Management

25G /3G Mobile Networks
Module - 4

8 HoursData Organization, Database Transactional Models - ACID
Processing Data Recovery Process, Database Hoarding Techniques , Data

Caching, Client-server Computing for Mobile Computing and Adaptation

Adaptation Software for Mobile Computing, Power-Aware Mobile Computing,

Context-aware Mobile Com

Rules, Query

Module - 5
8 HoursCommunication Asymmetry, Classification of Data-delivery M

Dissemination Broadcast Models, Selective Tuning and Indexing techniques,
echanisms, Data

PRINCIPAL
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Exam Hours

Automotive Systems

Module - 3

Disital Audio Broadcasting (DAB), Digital Video Broadcasting



Synchronization, Synchronization Software for Mobile Devices, Synchronization
Soltware for Mobile Devices
SyncML-Synchronization Language for Mobile Computing,Sync4J (Funambol ),

Synchlonized Multimedia Markup Language (SMIL)
Course outcomes: The students should be able to:

Summarize various mobile communication systems.

Describe various multiplexing systems used in mobile computinS.

Indicate the use and importance of data synchronization in mobile computing

a

Question paper pettern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each
module.
Text Books:

l. Raj kamal: Mobile Computing, 2ND EDIION, Oxford University Press,

2007/2012
2. Martyn Mallik: Mobile and Wireless Design Essentials, Wiley lndia, 2003

Refercnce Books:
l. Ashok Talukder, Roopa Yavagal, Hasan Ahmed: Mobile Computing, Technology,

Applications and Service Creation, 2nd Edition, Tata McGraw Hill, 2010.

2. Iti Saha Misra: Wireless Communications and Networks, 3G and Beyond, Tata

McGraw Hill, 2009.
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PYTHON APPLICATION PROGRAMMING
lAs per Choice Based Credit System (CBCS) schemel

(Effective from the academic year 2016 -2017)
SEMESTER-VI

20IA MarksSubject Code

80Exam MarksNumber of Lecture Hours/Week
03Exam Hours40Total Number of Lecture Hours

CREDITS - 03

Course objectives: This course will enable students to

o Leam Syntax and Semantics and create Functions in Python.
. Handle Strings and Files in Pyhon.
o Understand Lists, Dictionaries and Regular expressions in Python.
. Implement Object Oriented Programming concepts in Python
. Build Web Services and introduction to Network and Database Programmingin

Python.
Teaching
Hours

Module - I

8 HoursWhy should you leam to write progtams, Variables, expressions and statements,

Conditional execution, Functions
Module - 2

8 HoursIteration, Strings, Files

Module - 3
8 HoursLists, Dictionaries, Tuples, Regular srons

Module - 4
8 HoursClasses and objects, Classes and functions, Classes and methods

Module - 5
I HoursNetworked programs, Using

. Examine Pyhon syntax and semantics and be fluent in the use of Pyhon flow control
and functions.

. Demonstrate proficiency in handling Strings and File Systems.
o Create, run and manipulate Python Programs using core data structures like Lists,

Dictionaries and use Regular Expressions.
. Interpret the concepts of Object-Oriented Programming as used in Python.
. Implement exemplary applications related to Network Progtamming, Web Services

and Databases in Python.

Question paper pattern:
The question paper will have TEN questions.
There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each

module.
Text Books:

Charles R. Severance, "Python for Everybody: Exploring Data Using Python 3", I
Edition, CreateSpace Independent Publishing Platform, 2016. (http://do l.dr-
chuck.com/pyhonleam/EN-us/pythonleam.pdf ) (Chapters I - 13, l5)
Allen B. Downey, "Think Pyhon: How to Think Like a Computer Scientisf ',

I

2
2015Tea Press,Green2ndEdition,

PRINCIPAI
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Web Services, Using databases and SQI

Course outcomes: The students should be able to:



(http:iigreenteapress.cotr/thinkpython2/thinkpython2.pdf) (Chapters 15, 16, l7)
(Download pdf files from the above links)

Reference Books:
l. Charles Dierbach, "Introduction to Computer Science Using Python", l'' Edition,

Wiley India Pvt Ltd. ISBN-13:978-8126556014
2. Mark Lutz, "Programming Pfhon", 4'h Edition, O'Reilly Media, 201l.ISBN-13:

978-9350232873
3. Wesley J Chun, "Core Python Applications Programming", 3d Edition,Pearson

Education India, 201 5. ISBN-I 3: 978-9332555365
4. Roberto Tamassia, Michael H Goldwasser, Michael T Goodrich, "Data Structures

and Algorithms in Python", I'rEdition, Wiley India Pvt Ltd,2016.ISBN-13: 978-
8t26562176

5. Reema Thareja, "Pflhon Programming using problem solving approach", Oxford
university press, 20 I 7

\n*.* q-*f,
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SERVICE ORIENTED ARCHITECTURE
[As per Choice Based Credit System (CBCS) schemel

(Effective from the academic year 2016 -2O17)

SEMESTER- VI
IA Marks 20r 5cs665Subject Code

80Exam MarksJNumber of Lecture Hours/Week
03Exam HoursTotal Number of Lecture Hours

CREDITS _ 03

Course ob ectives: This course will enable students to

Compare various architecturc for application development

Illustrate the importance ofSOA in Application Integration

Leam web service and SOA related tools and

a

vernancc

Module - I

8 HoursArchitecture; Need for Software Architecture,

Objectives of Software Architecture, Types of IT Architecture, Architecture

Patterns and Styles, service oriented Architecture; Service orientation in Daily

Life, Evolution of SOA, Drives for SOA, Dimension of SOA, Key components,

perspective of SOA, Enterprise'wide SOA; Considerations for Enterprise -Wide

SOA, St.u*-un Architecture For Enterprise-Wide-SoA-Enterprise, SOA-

Layers, Application Development Process, SOA Methodology For Enterprise

SOA BASICS: Software

Text l: Ch2: 2.1 - 2.4; Ch3:3.1-3.7; Ch4:4.1 - 4.5

Module - 2
8 Hours

Enterprise Applications, Paftems for SO

Service-Oriented Enterprise Application(av
Applications, SOA programming models.

hi for
fo

icat
iderati

fo

reference

tectureutt ArconSosA nlicationE rlse ppterp
rlser nteeare tfola rmsftrvSoen se rplcatlon, pterpn app

n'lce-la Seon PA tforms,A icationPac ppppkage
ted-OrienceServforCons onsntio sA plicap

tecture rArchPattem BasedA,
S eCommodea po

Text l: Ch5:5.1, 5.2, 6.1 6.2 No 74-81 7.1 -7.5
Module - 3

8 HoursSOA ANALYSIS AND DESIGN; Need For

Design, Design of Activity Services, Desigr of Data sevices, Design of Client

serviies and Design of business process services, Technologies of SOA;

Technologies For Service Enablement, Technologies For Service Integration,

Technologies for Service orchestration.

Models, Principles of Service

Text l: Ch 8: 8.1 - 8. 9.1 - 9.3

Module - 4
8 HoursBusiness case for SOA; Stakeholder OBJECTIVES, Bene

Savings, Retum on Investment, SOA Governance, Security and

implementation; SOA Govemance, SOA Security, approach for enterprise wide

SOA implementation, Trends in SOA; Technologies in Relation to SOA'

12.3

fits of SOA, Cost

Ch 1l: l1.l to 11.3, Chl2:12.
Advances in SOA.
Text 1: Ch l0: 10.1 -10.
Module - 5

8 HoursSOA Technologies-PoC; [,oan Management System(LMS)
Architectures of LMS SOA based integration; integrating

, PoC-Requirements
existing application,

REST. Role of WSDL,SOAP andSOA best ractices, Basic SOA us

PRINCIPAL
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Teaching
Hours

Considerations,
Applications;

Enterprise

Architecture

Platforms,
oriented-Enterprise

only).
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JAVA/XML Mapping in SOA.
Text l:Page No 245-248; ReferenceBook:Chapter3; Text l:Page No 30?-310
Text 2: Ch 3, Ch4

\'t*.* [5---fl'
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Course outcomes: ThL' students should be able to
o Compare the different IT architecfure
. Analysis and design ofSOA based applications
. lmplementation of web service and realization of SOA
. Implementation of RESTfuI services

Question paper pattern:
The question papcr u'ill have TEN questions.
Thcre will be TWO qucstions frorr each module.
Each question rvill have questions covcring all the topics under a modulc.
The students will havc to answer FIVE full questions, selecting ONE full question from each
module.

1 . Shankar Kambhampaly, "Service-Oriented Architecture for Enterprise
Applications",Wiley Second Edition, 20 14.

2. Mark D. Hansen, "SOA using Java Web Services", Practice Hatl, 2007.
Reference Books:
I . Waseem Roshen, "SOA-Based Enterprise Integration", Tata McGraw-HILL, 2009.

Text Books:



.\{ULTI-CORE ARCHITECTURE AND PROGRAMMING
IAs per Choice Based Credit S.i-stem (CBCS) schemel

(Effective from the academic year 2016 '2017)
SEMESTER_ VI

lscs666 lA Marks 20

Number of Lecture HourV\JVeek J Exam Marks 80

Total Number of Lecture Hours 40 Exam Hours 03

CREDITS _ 03

Course objectives: This course will enable students to

Explain the recent trends in the field of Computer Architecture and describe

performance related parameters

Illustrate the need for quasi-parallel processing.

Formulate the problems related to multiprocessing
a Compare different types of multicore architectures

Teaching
Hours

Introduction to Multi-core Architecture Motivation for Concurrency in
software, Parallel Computing Platforms, Parallel Computing in Microprocessors,

Differentiating Multi-core Architectures from Hyper- Threading Technology,
Multi-threading on Single-Core versus Multi-Core Platforms Understanding

Performance, Amdahl's l-aw, Growing Returns: Gustafson's Law. System

Overview of Threading : Defining Threads, System View of Threads,

Threading above the Operating System, Threads inside the OS, Threads inside

the Hardware, What Happens When a Thread ls Created, Application
Programming Models and Threading, Virtual Environment: Vlvls and Platforms,

Runtime Virtualization, System Virtualization.

8 Hours

Module - 2

Fundamental Concepts of Parallel Programming :Designing for Threads,

Task Decomposition, Data Decomposition, Data Flow Decomposition,

Implications of Different Decompositions, Challenges You'll Face, Parallel

Programming Pattems, A Motivating Problem: Error Diffusion, Analysis of the

Error Diffusion Algorithm, An Altemate Approach: Parallel Error Diffi.rsion,
Other Alternatives. Threading and Parallel Programming Constructs:
Synchronization, Critical Sections, Deadlock, Synchronization Primitives,
Semaphores, Locks, Condition Variables, Messages, Flow Control- based

Concepts, Fence, Barrier, lmplementation-dependen t Threading Features

8 Hours

Module - 3
Threading APIs :Threading APls for Microsoft Windows, Win32/l\tlFC Thread

APls, Threading APls for Microsoft. NET Framework, Creating Threads,

Managing Threads, Thread Pools, Thread Synchronization, POSIX Threads,

Creating Threads, Managing Threads, Thread Synckonization, Signaling,
Compilation and Linking.

8 Hours

Module - 4

OpenMP: A Portable Solution for Threading : Challenges in Threading a

Loop, Loop-carried Dependence, Data-race Conditions, Managing Shared and

Private Data, Loop Scheduling and Portioning, Effective Use of Reductions,
Minimizing Threading Overhead, Work-sharing Sections, Performance-oriented
Programming, Using Barrier and No wait, Interleaving Single{hread and Multi-
thread Execution, Data Copy-in and Copy-out, Protecting Updates of Shared

8 Hours

\-* q-"--r*
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Subject Code

Module - I



Variables. lntel Task
Functions, OpenMP
erfonnance

queuing Extension to OpenMP, OpenMP Library
Environment Variables. Compilation, Debugging,

Module - 5

Solutions to Common Parallel Programming Problems : Too Many Threads.
Data Races, Deadlocks, and Live Locks, Deadlock, Heavily Contended Locks,
Priority Inversion, Solutions for Heavily Contended Locks, Non-blocking
Algorithms, ABA Problem, Cache Line Ping-ponging, Memory Reclamation
Problem, Recommendations, Thread-safe Functions and Libraries, Memory
Issues, Bandwidth, Working in the Cache, Memory Contention, Cache-related
Issues, False Sharing, Memory Consistency, Current [A-32 Architecture, Itanium
Architecture, HighJevel Languages, Avoiding Pipeline Stalls on IA-32,Data
Organization for High Performance.

8 Hours

Course outcomes: The students should be able to:

o ldentify the issues involved in multicore architectures
o Explain fundamental concepts of parallel programming and its design issues

o Solve the issues related to multiprocessing and suggest solutions
o Point out the salient features of different multicore architectures and how they

exploit parallelism
. lllustrate OpenMP and programming concept

Question paper pattern:
The question paper will have TEN questions.

There will be TWO questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer FIVE full questions, selecting ONE full question from each

module.
Text Books:
I . Multicore Programming , hcreased Performance through Software Multi-threading by

Shameem Akhter and Jason Roberts , Intel Press, 2006
Reference Books:
NII,

\''-."'L'}*+
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SYSTEM SOFTWARE AND OPERATING SYSTEM LAB

[As per Choice Based Credit System (CBCS) schemel
(Effective from the academic year 2016 -2017)

SEMESTER - VI

ORATORY

IA MarksI5CSL67Subject Code
80Exam Marks0lI + 02PNumber of Lecture HourVWeek
03Exam Hours40Total Number of Lecture Hours

CREDITS _ 02

Course ob ectives: This course will enable students to

To make students familiar with Lexical Analysis and Syntax Anal
Compiler Design and implement programs on these phases using LEX & YACC tools

mdlorClC+llava
To enable students to leam different types of cPU scheduling algorithms used in
operating system.

To make students able to implement memory management - page replacement and

ysis phascs of

deadlock handli al thms
ann

Exercises 1o be prepared with minimum three files (Where ever necessary

i. Header file.
ii. lmplementation file.
iii. Application file where main function will be present.

The idea behind using three fites is to differentiate between the developer and user sides- In

the developer side, all the tkee files could be made visible. For the user side only header file

and application files could be made visible, which means that the object code of the

implementation file could be given to the user along with the interface given in the header

frle, hiding the source file, if required. Avoid VO operations (printflscanf) anLd ]use data input

ftle wherc ever it is possible

Lab E eriments:

a) write a LEX program to recognize valid arithmetic expression. Identifiers in the

expression could be only integers and operators could be + and *. Count the

identifiers & operators present and print them separately.

b) Write YACC program to evaluate orithmetic *pression involving operators: +' -.
*, and /

2. Develop, Implement and Execute a program using YACC tool to recognize all strings

ending with D preceded by n a's using the grammar a" D (note: input z value)

3. Desiglr, develop and implement YACC/C progftrm to construct Predictive / LL(I)

Parsing Table for the gmmmar rules: A --saBa , B -$B I a Use this table to parse

the sentence: a66a$

4. Design, develop and implement YACC/C program to demonstrate Shifi Reduce

Parsing technique for the grammar rules: E )E+T I T, T -+T* F I F' F )(E) | id

and parse the sentence: id + id * id.

tement a C/Java program to generate the machine code using5 Design, develop and imp

PRINCIPAL
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Triples tir thc statcment A = -B * (C +D/ whosc intenrediate code in three-address

fonn:

TI :.8
T2=C+D
T3: TI + T2

A=73
6. a) Write a LEX program to eliminate comnent lines in a C program and copy the

resulting program into a separate file.

b) Writc YACC program to recognize valid identifier, operators and keypards in the

givcn text (C program) file.
7. Design, devclop and implement a C/C++/Java program lo simulate the working of

Shortest remaining time and Round Robin (RR) scheduling algorithms. Experiment

with different quantum sizes for RR algorithm.

8. Design, develop and implement a C/C+ +lJava program to implement Banker's

algorithm. Assume suitable input required to demonstrate the results.

9. Design, develop and implement a C/C++llava program to implement page

replacenrenl algorithms LRU and FIFO. Assume suitable input required to

demonstrate the results.

PRTNCIPAL

$Ef-.IuMAKURU

Study Experiment / Project:
NIL

Course outcomes: The students should be able to:
o Implement and demonstrate Lexer's and Parser's
o Evaluate different algorithms required for management, scheduling, allocation and

communication used in operating system.

Conduction of Practical Examination:
. All laboratory experiments are to be included for practical examination.
o Students are allowed to pick one experiment from the lot.
o Strictly follow the instmctions as printed on the cover page of answer script
. Marks distribution: Procedure + Conduction + Viva:20 + 50 +10 (80)
. Change ofexperiment is allowed only once and marks allotted to the procedure

part to be made zero



COMPUTER GRAPHICS LABORATORY WITH MINI PROJECT

lAs per Choice Based Credit System (CBCS) schemel
(Effective from the academic year 2016 -2017)

SEMESTER-VI
Subject Code I5CSL68 IA Marks 20

Number of Lecture Hours/Week 0lI + 02P Exam Marks

Total Number of Lecture Hours 40 Exam Hours 03

CREDITS _ 02

Course objectives: This course will enable students to
. Demonstrate simple algorithms using OpenGL Graphics Primitives and attributes.

r Implementation of line drawing and clipping algorithms using OpenGL functions
. Design and implementation of algorithms Geometric transformations on both 2D and

3D objects.
Description (If any):

Lab Experiments:

Design, develop, and implement the fo
PART A

Ilowing proqrams using OpenGL API
l. Implement Brenham's line drawing algorithm for all types of slope.

Refer:Text-1 : Chapter 3.5
Refer:Text-2: Chapter 8

2. Create and rotate a triangle about the origin and a fixed point.
Refer:Text-l : Chapter 5-4

3. Draw a colour cube and spin it using OpenGL transformalion matrices.

Refer:Text-2: Modelling a Coloured Cube
4. Draw a color cube and allow the user to move the camera suitably to experiment

with perspective viewing.
Refer:Text-2: Topic: Positioning of Camera

5. Clip a lines using Cohen-Sutherland algorithm
Refer:Text-l: Chapter 6.7
Refer:Text-2: Chapter 8

6. To draw a simple shaded scene consisting ofa tea pot on a table. Define suitably
the position and properties of the light source along with the properties of the

surfaces ofthe solid object used in the scene.

Refer:Text-2: Topic: Lighting and Shading
7. Design, develop and implement recursively subdivide a tetrahedron to form 3D

sierpinski gasket. The number of recursive steps is to be specified by the user.

Refer: Text-2: Topic: sierpinski gasket.

8. Develop a menu driven program to animate a flag using Bezier Curve algorithm
Refer: Text-l: Chapter 8-10

9. Develop a menu driven program to fill the polygon using scan line algorithm

Proj ect:
PART -B ( MINI-PROJECT) :

Student should develop mini project on the topics mentioned below or similar applications
using Open GL API. Consider all types of attributes like color, thickness, styles, font,
background, speed etc., while doing mini project.
(During the practical exam: the students should demonstrate and answer Viva-Voce)
Sample Topics:
Simulation of concepts of OS, Data structures, algorithms etc.

PRINCIPAI
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Course outcomes: The students should be able to:

Apply the concepts of computer graphics

Implement computer graphics applications using OpenGL
Animate real world problems using OpenCL

Conduction of Practical Examination:
l. All laboratory experiments Iiom part A are to be included for practical

examination.
2. Mini project has to be evaluated for 30 Marks as per 6(b).
3. Report should be prepared in a standard format prescribed for project work.
4. Students are allowed to pick one experiment from the lot.
5. Strictly follow the instructions as printed on the cover pagc of answer script.
6. Marks distribution:

a) Part A: Procedure + Conduction + Viva:10 + 35 +5 :50 Marks
b) Part B: Demonstration + Report + Viva voce: 15+10+05 :30 Marks

7. Change ofexperiment is allowed only once and marks allotted to the procedure
part to be made zero.

Reference books:
l. Donald Heam & Pauline Baker: Computer Graphics-OpenGl Version,3d Edition,

Pearson Education,20l I
2. Edward Angel: Interactive computer graphics- A Top Down approach with OpenGL,

5s edition. Pearson Education, 201 I

3. M M Raikar, Computer Graphics using OpenGL, Fillip Leaming / Elsevier,
Bangalore / New Delhi (2013)

M--, b--t'u
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10. Write a C/C+ progam to set up a real-time clock itrterval timer
using $e slarm API.

List of Experiments for Compiler Design: Design, develop, and

execute the following programs.

I l. wrile a C program to implement the syntax-directed definition of "if
E then Sl" and "if E then Sl else S2". (Refer Fig. 8.23 in the text

book prescribed for 06CS62 Compiler Desigq Alfred V Aho, Ravi
Serhi, and Jeftey D Ullman: Compilers- Principles, Techniques and

Tools, 2d Edition, Pearson Education, 2007).

12. Write a yacc program that accepts a regular expression as input and
produce its parse tree as output.

Note: Ir the eramination 
"acr, 

student Picks one question from
the lot of arl l2 questions.

VII SEMESTER

OBJECT-ORIEn-TED MODELING AND DESICN

Subject Code:
Hours/Week :

Total Hours :

l0cs7I
04
52

I.A. Marks : 25
Exam Hours:03
Exem Msrks: 100

PART _ A

UNIT - t 7 Hours
Introductiotr, Modeling Concepts, cless Modeling: What is Object
Orientation? What is O0 development? OO themes; Evidence for usefulness

ofOO development; OO modeling history
Modeling as Design Technique: Modeling; abshaction: The thres models.

Class Modeling: Object and class concepts; Link and associations concepts;

Generalization and inheritance; A sample class model; Navigation of class

models; Practical tips.

uNfr-2 6 Hours
Advanced Cless Modeling, Strte Modeling: Advanced object and class

concepts; Association ends; N-ary associations; Aggregation; Abstract
classes; Multiple inheritance; Metadata; Reification; Constraints; Derived
data; Packages; Practical tips.

67
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State Modeling: Events, States, Transirions and Conditions; State diagrams;
State diagram behavior; Practical tips.

UNIT-3 6 Hours
.{dvanced Statc lModeling, Itrteractiotr Modeling; Advanced State

Modeling: Nested stale diagrams; Nested states; Signal generalization;
Concurrency; A sample state model; Relation of class and state models;
Practical tips.
Interaction Modeling: Use case models; Sequence models; Activity models.
Use case relationships; Procedural sequence models; Special constructs for
activity models.

UNIT-4 7 Hours
Proc€ss Overview, System Conception, Domain Andysis: Process

Overview: Development stages; Development life cycl€.
System Conception: Devising a system concept; Elaborating a concept;
Preparing a problem statement.
Domain Analysis: Overview of analysis; Domain class model; Domain state
model; Domain interaction model; Iterating the analysis.

PART_B
UNIT-s T llours
Application Anelysig System Design: Application Analysis: Application
interaction model; Application class model; Application state model; Adding
operalions.
Overview of system design; Estimating performance; Making a reuse plan;
Breaking a system in to sub-systems; ldentifying concurrency; Allocation of
sub-systems; Manag€ment of data storage; Handling global rcsources;
Choosing a soflware cortrol strategy; Handling boundary conditions; Sening
the trade-off priorities; Common architcctural styles; Architecture of the
ATM system as the example.

UNIT-6 7 Hours
Class Design, Implementation Modeling, Legscy Systems: Class Design:
Overview of class design; Bridging the gap; Realizing use cases; Designing
algorirhms; Recursing downwards, Refactoring; Design optimization;
Reification of behavior; Adjustment of hherilance; Organizing a class
design; ATM example.
Implemenlation Modeling: Overview of implementation; Fine-tuning classes;
Fine-tuning generalizations; Realizing associations; Testing.
Legacy Systems: Reverse engineering; Building the class models; Building
the interaction model; Building the state modell Reverse engineering tips;
Wrapping; Maintenance.

UNIT - 7 6 Hours

68
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Design Petterns - l: What is a patt€m and what makes a Pattem? Panem

categories; Relationships between pattems; Pattem descriprion
Cornmunicalion Pattems: Forwarder-Receiver; Client-Dispatcher-Sen'er:
Publisher-Subscriber.

UNIT-E 6llours
Desig[ Prttcrns 2, ldioms: Management Pattems: Comnland processor:

View handler.
Idioms: lntroduction; what can idioms provide? Idioms and style: Whcre to
find idioms: Counted Pointer cxample

Tert Books:
l. Michael Blaha, James Rumbaugh: Object-Oriented Modeling and

Design with UML, 2d Edition, Pearson Education, 2005.
(Chapters I to 17, 23)

2. Frank Buschmann, Regine Meunier, Hans Rohnert, Peter

Sommerlad, Michael Stal: Pattem-Oriented Software Architecture,
A System ofPattems, Volume I, John Wiley and Sons, 2007.
(Chapters l, 3.5, 3.6, 4)

Reference Books:
l. Grady Booch et al: Objecroriented Analysis and Design with

Applications, 3d Edition, Pearson Education, 2007.
2. Brahma Dathan, Samath Ramnath: Object0riented Analysis,

Design, and Implementatior; Universities Press, 2009.

3. Hans-Erik Eriksson, Magnus Penker, Brian Lyons, David Fado:

UML 2 Toolkit, Wiley- Dreamtech lndia, 2004.
4. Simon Bennett, Steve McRobb and Ray Farmer: ObjecGoriented

Systems Analysis and Design Using UML, 2d Edition. Tata

McGraw-Hill, 2002.

PRINC!PAL
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T]]\IBEDDED COMPUTING SYSTEIIS

Sub Codc: l0CS72
IlrsAIrck:04
Total llrs: 52

lA Marks :25
Exam Hours :0-1

Exam Marks :100

PART. A

UNIT- I 6 Hours
Embedded Computing: lntroductioq Complex Systems and

Microprocessors, Embedded Slstems Design Process, Formalism for S)6tem
design
Design Example: Model Train Controller.

UNIT-2 7 Hours
lnstructio[ Sels, CPUS: Preliminaries, ARM Processol Programming Input
and Output, Supervisor mode, Exceptions, Traps, Coprocessors, Memory
Systems Mechanisms, CPU Performance, CPU Power Consumption. Design

Example: Data Compressor.

UNIT - 3 6 Hours
Bus-Based Computcr Systems: CPU Bus, Memory Devices, I/O devices,

Component Interfacing Designing with Microprocessor, Development and
Debugging, System-Level Performance Analysis
Design Example: Alarm Clock.

UNIT - 4 7 Hours
Program Design end Analysis: Components for embedded programs,

Models of programs, Assembly, Linking and l-oading. Basic Compilation
Techniques, Program optimization, Program-Level performance analysis,

Soflware performance optimization, Program-lrvel energy and power

analysis, Analysis and oprimization of program size, Program validation and
testing. Design Example: Software modem.

PART-B
UNIT - 5 6 Hours
Real Time Openting System (RTOS) Based Design - 1: Basics of OS,

Kemel, t}?es of OSs, tasks, processes, Threads, Muhitasking and

Multiprocessing, Context switching, Scheduling Policies, Task

Communication, Task Sync hron ization.

UNIT _ 6 6 Hours

'70
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RTOS-Based Design - 2; lnter process Communication mechanisms.

Evaluating OS perfornrance, Choice of RTOS, Power Optimization. Design

Example: Telephone Answering machine

UNIT-7 THours
Distributed Embedded Systems: Distributed Network Architectures.
Networks for Embedded Systems: l2C Bus, CAN Bus, SHARC Link Ports,

Ethemet, Myrinet, lnternet, Network Based Design. Design Example:

Elevator Controller.

UNIT - E 7 Hours
Embedded Systems Deyelopment Environment: The Integrated

Development Environment, Tlpes of File generated on Cross Compilation,
Dis-assembler /Decompiler, Simulators, Emulators, and Debugging, Target
Hardware Debugging.

Text Books:
l. Wayne Wolf: Computers as Components, Principles of Embedded

Computing Systems Design, 2nd Edition, Elsevier, 2008.

2. Shibu K V: Introduction to Embedded Systems, Tata McGraw Hill,
2009
(Chapters 10, 13)

Reference Books:
l - James K. Peckol: Embeddcd Systems, A contemporary Design Tool,

Wiley India, 2008
2. Tamny Neorgaard: Embedded Systems Architecture, Elsevier,

2005.

PROCRAMMING THE WEB

Subject Code: l0CS73
Hourvweek : 04
Total Hours : 52

I.A. Marks : 25
Exam Hours:03
Exam Marks: 100

UNIT - I 6 Hours
Fundrment k of lVeb, XHTML - 1: Internet, WWW Web Browsers and

Web Servers, URLs, MIME, HTTP, Security, The Web Programmers

Toolbox.
XHTML: Basic syntax, Standard structure, Basic text markuP, Irnages,

Hypertext Links.

7l
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UNIT - 2 7 Hours
)fllTML - 2, CSS: XHTML (continued): Lists. Tables, Forms, Frames
CSS: lntroduction, Levels of slyle sheets. Style specification formats,
Selector forms, Property value forms, Font properties, List properties. Color.
Alignmenl of texl, The box model, Background images, The <span> and
<div> tags, Conflict resolution-

UNIT-3 6Hours
Jayascript: Overview of Javascript, Objcct orie ation and Javascript.
Syntactic characteristics, Primitives, opcrations, and expressions, Scrcen
output and keyboard input, Control statements, Object creation and

modification, Arrays, Functions, Constructors, Pattem matching using
regular expressions, Errors in scripts, Examples.

UNIT-4 7 llours
Javascript and HTML Documents, Dytrrmic Documents with Jrvsscript:
The Javascript execution environment, The Document Object Model, Element
access in Javascript, Events and event handling, Handling events from the
Body elements, Button elements, Text box and Password elemens, The DOM
2 event nrodel, The navigator object, DOM tree traversal and modification.
Inhoduction to dynamic documents, Positioning elements, Moying elements,
Element visibility, Changing colors and fonts, Dynamic content, Stacking
elements, Locating the mouse cursor, Reacting to a mouse click, Slow
movement ofelements, Dragging and dropping elements.

PAR'I' . B

UNIT - 5 6 Hours
XML: Introduction, Syntax, DocumeDt structure, Document type definitions,
Namespaces, XML schemas, Displaying raw XML documents, Displaying
XML documents with CSS, XSLT style sheets, XML processors, Web
services.

UNIT-6 7 Hours
Perl CGI Progremming: Origins and uses of Perl, Scalars and their
operations, Assignment statements and simple input and output, Control
statements, Fundamenrals of arrays, Hashes, References, FuDctions, Pattem

matching, File input and output; Examples.
The Common Gateway Interface; CGI linkage; Query string format; CGI.pm
module; A survey example: Cookies.
Database access with Perl and MySQL

IJNIT - 7 6Hourc
PIIP: Origins and uses of PHP, Overvicw of PHP, Ceneral syntactic
characteristics, Primitives, operations and expressions, OuFut, Control
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statements. Arrays, Functiors, Pattem matchirg. Form handling. Files,

Cookies. Session tracking, Database access with PHP and MySQL.

uNtT - 8 7 Hours
Ruby, Rsits: Origins and uses of Ruby, Scalar types and their operations,

Simple inpul and output, Control statements, Arrays, Hashes, Methods,

Classes, Code blocks and iterators, Pattem rntching-
Overview of Rails, Document requests, Processing forms, Rails applicalions

with Databases, Layouts.

Tcxt Books:
l. Robcrt W. Sebesta: Programming the world Wide web' 4

n Edition,

Pearson Educatiou 2008.
(Listed topics only from Chapters I to 9, I I to 15)

Reference 8001(s:
l. M. Deitel, P.J. Deitel, A. B. Goldberg: Intemet & World Wide Web

How to Program, 4b Edition, Pearson Education, 2004.

2. Chris Bates: Web Programming Building Internet Applications,3d
Edition, Wiley India" 2007.

3. Xue Bai et al: The web Warrior Guide to Web Programming,
Cengage Leaming 2fi)3.

AD\/ANCED COMPUTER ARCHITECTURES

Subject Code: l0CS74
Hours/!\'eek:04
Total Hours : 52

I..4,. Marks : 25
Exam Hours:03
Exam Marks: 100

PART . A

UNIT - I 6 Hours
Fundamentels Of Computer Design: lntroduction; Classes of computers;

Defining computer architechrre; Trends in Technology, power in Integrated

Circuits and cost; Dependability; Measuring, reporting and summarizing

Performance; Quantitatiye Principles of computer design.

UNIT- 2 6 Hours
Pipelining: tntroduction; Pipeline hazards; Implementation ofpipeline; What

makes pipelining hard to implement?

IrNIT - 3 7 Hours
Instructlon -L€vel Panllellsm - l: ILP: Concepts and challenges; Basic

Compiler Techniques for exposing ILP; Reducing Branch costs with
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prediction; Overcoming Data hazards with Dynamic scheduling; Hardware-
based speculation.

UNIT-4 7 Hours
Inslruction -Level Prrallelism - 2: Exploiting ILP using multiple issue and
stalic scheduling; Exploiting ILP using dynamic scheduling, multiple issue
and speculation; Advanced Techniques for instruction delivery and
Speculation: The Intel Pentium 4 as example.

PART - B

UNIT-S 7 Hours
IU ultiprocessors rnd Thread -Level Parellelism: lntroduction; Symmetric
sharcd-memory architectur€s; Performance of symmetric shared-memory
multiprocessors; Distributed shared memory and directory-based coherence;
Basics of synchronization; Models of Memory Consistency

UNIT-6 6 Hours
Review of Memory Eierarchy: Introduction; Cache performance; Cache
C)primizations, Virtual memory

UNIT - 7 6 Hours
Mcmory Hiererchy design: Introduction; Advanced optimizations of Cache
performance; Memory technology and optimizations; Protection: Virtual
memory and virtual machines.

UNIT-8 7 Hours
Hardware and Software for VLIW end EPIC: Introduction: Exploiting
lnstruction-Level Parallelism Statically; Detecting and Enhancing Loop-Level
Parallelism; Scheduling and Structuring Code for Parallelismt Hardware
Suppon for Exposing Parallelism: Predicated Instructions: Hardware Support
for Compiler Speculation; The Intel IA-64 Architecture and ltanium
Processor: Conclusions.

Terl Books:
l. John L. Hennessey and David A. Panerson: Computer Architectue,

A QuaDtitative Approacb, 46 Edition, Elsevier, 2007.
(Chapter. l.l to 1.9,2.1 to 2.10,4.1to 4.6, 5.1 to 5.4, Appendix A,
Appendix C, Appendix G)

Reference Books:
l. Kai Hwang: Advanced Computer Architecture Parallelism,

Scalability, Programability, 2d Edition, Tata Mc Graw Hill, 2010.

'74
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2. David E. Culler, Jaswinder fut $ingh, Anoop Gupra: Parallel

Computer Architecture. A Hardware / Software Approach' Morgan

Kaufotan. 1999.

ADVANCED DBMS

Subject Code: l0CS75l
tlours/\l'eek : 04

Total Hours : 52

l.A. Marks : 25
Exam Hours:03
Exrm Marks: 100

PART . A

UNIT - I 7 Hours

Overview ofStorage and tndexing, Disks and Files: Data on extemal

storagei File organizations and indexing; Index data structures; Comparison

of file organizationsi Indexes and performance tuning
Memory hierarchy; RAID; Disk space management; Buffer manager; Files of
records; Page formats and record formats

frNIT-2 7 Hours
Tree Structlred Indcxing: Intuition for tree hdexes; lndexed sequential

access method; B+ trees, Search, Insert, Delete, Duplicates, B+ trees in

practice

UNIT-3 6 Hours
Hash-Based Indexing: Static hashing; Extendible hashing, Linear hashing.

comparisons

UNIT - 4 6 Hours

Oveniew ofQuery Evrlurtion, Ertern.l Sortitrg : The syslem catalog;

Introduction to opemtor evaluatio[ Algorithms for relational operations;

Introduction to query optimization; Altemative plans: A motivating example;

what a typical optimizer does.

When does a DBMS sort data? A simple two-way merge sort; Extemal merge

sort

PART-B
UNIT - 5 6 Hours
Evalurting Relatioml OPeretors : The Selection operation; General

selection conditions; The Projection operation; The Join operation; The Set

operations; Aggregate operations; The impact ofbuffering
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UNIT - 6 7 Hours
A Typical Relational Query Optimizer: Translating SQL queries in to
Relational Algebra; Estimating the cost of a plan; Relational algebra
equivalences; Enumeration of altemative plans; Nested sub-queries: other
approaches to query optimization.

UNIT-7 7 Hours
Physical Drtabasc Dcsign and Tutring: lntroduction; Guidelincs for indcx
selection, examplcs; Clusrering and indexing; Indexes that enable index-only
plansi Tools to assist in index selection; Overview of databasc tuningt
Choices in tuning the conceptual schema; Choices in tuning queries and
views; lmpact of concurrency; DBMS benchmarking.

IrNIT - 8 6 Hours
More Recent Applications: Mobile databases; Multimedia databases;
Geographical Information Systemsi Genome data management

Text Books:
l. Raghu Ramakrishnan and Johannes Gehrke: Database Management

S).stems, 3d Edition, McGraw-Hill, 2003.
(Chapters 8,9, 10, I I, 12, l3.l to 13.3, 14,15,20)

2. Elmasri and Navathe: Fundamenlals of Database Systems, 5s
Edition, Pearson Education, 2007.
(Chapter 30)

Reference Books:
l. Connolly and Begg: Database Systems. 46 Edition. Pearson

Education,2002.

DICIT,.\L SIC\AI- PROCESSING

Subject Code: l0CS752
HourVWeek : 04
Total Hours : 52

LA. Marks : 25
Exam Hours:03
Exam Marks: 10'0

PART-A
UNIT - I 7 Hours
The Discrete Fourier Transform: lts Properti€s snd Applicetions :
Frequency Domain Sampling: The Discrete Fourier Transform: Frequency
Domain Sampling and Reconstruction of Discrete-Time Signals, The
Discrete Fourier Transform (DFT), The DFf as a Linear Transformation,
Relationship of the DFT to other Transforms. Properties of the DFT:
Periodicity, Linearity and Symmetry Properties, Multiplication of Two
DFT's and Circular Convolution, Additional DFT Propeniesi Linear Filtering
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Methods Based on the DFT: Use ofthe DFT in Linear Filtering, Filtering of
Long Data Sequences; Frequency Analysis ofSignals using the DFT.

UNIT-2 7 Hours
Efficient Computation of the DFT: Fast Fourier Transform Algorithms:
Ellicient Computation of the DFT: FFT Algorithms : Direct Computation of
the DFT, Divide-and-Conquer Approach to Computation of the DFT, Radix-
2 FFT Algorithms, Radix-4 FFT Algorithms. Split-Radix FFT Algorithms,
Implementation of FFT Algorithms.
Applications of FFT Algorithms: Efficient computation of the DFT of Two
Real Sequences, Efficient computation of the DFT of a 2N-Point Real

Sequence, Use ofthe FFT Algorithm in Linear filtering and Correlation-
A Linear filtering approach to Computation of the DFT: The Goedzel
Algorithm, The ChirpZ Transform Algorithm.
Quantization Effects in the Computation of the DFT: Quantization Errors in
the Direct Computation ofthe DFT, Quantization Errors in FFT Algorithms-

UNIT - 3 6 Hours
Implementatior of Discrete.Time Systems - l: Structures for the

Realization of Discrete-Time Systems
Structures for FIR Systems: Direct-Form Structures, Cascade-Form
Structures, Frequency-Sampling Structures, Lattice Structure.
Structures for IIR Systems: Direct-Form Structures, Signal Flow Graphs and
Transposed Structures, Cascade-Form Structures, Parallel-Form Structwes,
Lattice and Lattice-I-adder Structures for IIR Systems.

UNIT-4 6 Hours
Implementation of Discrete.Time Systems - 2: State-Space System
Analysis and Structures: State-Space Descriptions of Systems Characterized
by Difference Equations, Solution ofthe State-Space Equations, Relationships
between Input-Output and State-Space Descriptions, State-Space Analysis in
the Z-Domain, Additional State-Space Struch[es.
Representation of Numbers: Fixed-Point Representation of Numbers, Binary
Floating-Point Representation of Numbers, Erors Resulting from Rounding
and Truncation.

PART B

UNIT-s 6 Hours
Implemertation of Discrete-Time Systems 3: Quantization of Filter
Coefficients: Analysis of Sensitivity to Quantizatior of Filter Coeflicients,

Quantization ofCoefficients in FIR Filters
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Round-Off Eflects in Digital Filters: LimirCycle Oscillations in Recursive
Systems, Scaling to Prevent Overflow. Statistical Characterization of
Quantization effects in Fixed-Point Realizarions of Digital Filters.

UNIT-7 6Hours
Design of Digitsl Filters - 2: Design of IIR Filrers from Analog Filters: IIR
Filter Design by Approximation of Derivatives, IIR Filter Design by Impulse
lnvariance, IIR Filter Design by the Bilinear Transforrnation, The Matched-Z
Transformation, Characteristics of commonly used Analog Filters, Some
examples of Digital Filters Designs based on the Bilinear Transformation-

UNIT-8 T Ilours
Design of Digital F'ilters - 3: Frequency Transformations: Frequency

Transformations in the Analog Domain, Frequency Transformations in the

Digital Domain.
Design of Digital Filters based on Least-Squares method: Pad6

Approximations method, Least-Square design methods, FIR lcast-Squares

Inverse (Wiener) Filters, Design ofllR Filters in the Frequency domain.

Text Books:
I. John G- Proakis and Dimitris G. Manolakis: Digital Signal

Processing, 3'd Edition, Pearson Education, 2003.
(Chapters 5, 6, 7 and 8)

Referetrce Books:
l. Paulo S- R Diniz, Eduardo A. B. da Silva And Sergio L. Netto:

Digital Signal Processing: System Analysis and Design, Cambridge

Unive6ity Press, 2002.
2. Saniit K. Mitra: Digital Signal Processing: A Computer Based

Approach, Tata Mcgraw-Hill, 2001 .

3. Alan V Oppenheim and Ronald W Schafer: Digital Signal

Processing, PHI, Indian Reprint, 2008.
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UNIT - 6 7 Hours
Dcsign of Digital Filters - l; General Considerations: Causality and its
lrnplications, Characteristics of Practical Frequency-Selective Filters.
Design of FIR Filters: Symmetric And Antisymetric FIR Fitters, Design of
Linear-Phase FIR Filters Using Windows. Design ofLinear-Phase FIR Filters
by the Frequency-Sampling Method, Design of Optimum Equiripple Linear-
Phase FIR Filten, Design of FIR Differentiators, Design of Hilbert
Transformen, Comparison ofDesign Methods for Linear-Phas€ FIR filters.



JAVA AND J2EE

Subject Code:10C5753
Hoursm eek: 4
Totrl Hours: 52

IA Marks: 25

Exam N{arks: 100

Exam Hours: 3

PART . A

UNIT - f 6 Hours
Introduction to Java: Java and Java applications; Java Development Kit
(JDK); Java is interpreted, Blte Code, JVlv[; Object-oriented programming;

Simple Java programs.
Data tlpes and other tokens: Boolean variables, int, long, char, operalors,

arrays, white spaces, literals, assigning values; Creating and destroying

objecs; Access specifi ers.

Operators and Expressions: Arithmetic Operators, Bitwise operators,

Relational operators, The Assignment Operator, The ? Operator: Operator

Precedence; Logical expressioq Type casting; Strings

Control Stalements: Selection statements, iteration statements. Jump

Statements.

IrNrT - 2 6 Hours
Classeg Inheritance, Exceptions, APplets : Classes: Classes in Java;

Declaring a class; Class name; Super classes; Constructors; Creating
instances ofclass; Inner classes.

Inheritance: Simple, multiple, and multilevel inheritance; Overriding,

overloading.
Exception handling: Exception handling in Java.

The Applet Class: Two types of Appl€ts; Applet basics; Applet Architecture;
An Applet skeleton; Simple Applet display methods; Requesting repainting;

Using the Stalus Window; The HTML APPLET tag; Passing parameters to

Applets; getDocumentbaseo and getCodebase0; Apletcontext and

showDocumento; The AudioClip Interface; The Appletstub Interface;
Output to the Console.

UNIT - 3 7 Hours
Multi Threaded Programmitrg, Event Handling: Mutti Tkeaded
Programming: What are threads? How to rnake the classes threadable;

Extending threads; Implementing runnable; Synchronization; Changing state

of the thrcad; Bounded buffer problems, read-write problem, producer-

consumer problems.
Event Handling: Two eyent handling mechanisms; The delegation event

model; Event classes; Sources of eYents; Event listener interfaces; Using the

delegation event model; Adapter classes; Inner classes-
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UNIT - 4 7 Hours
Swings: Swings: The origins of Swing; Two key Swing features;
Components and Containers; The Swing Packages: A simple Swing
Applicationi Create a Swing Applet; Jlabel and Imagelcon: JTextField;The
Swing Buttons; JTabbedpane; JScrollPane; Jlist; JCornboBox: JTable.

PART B

UNIT-s 6 Hours
Java 2 Enterprise Edition Overview, Database Access: Overview ofJ2EE
and J2SE
The Concept of JDBC; JDBC Driver Tpes; JDBC Packages; A Brief
Overview of the JDBC process; Database Connection; Associating the
JDBC/ODBC Bridge with the Database; Statement Objects; Resultset;
Transaction Processing; Metadata, Data types; Exceptions.

UNIT - 6 ? Hours
Servlets: Background; The Life Cycle ofa Servlet; Using Tomcat for Servlet
Developmenti A simple Servlet; The Sewlet API; The Javax.servlet Package;
Reading Servlet Parameter; The Javax.servlet.http package; Handling HTTP
Requests and Responses; Using Cookies; Session Tracking.

UNIT-7 6 Hours
JSP, RMI: Java Server Pages (JSP): JSP, JSP Tags, Tomcat, Request String,
User Sessions, Cookies, Session Objects.
Java Remote Method Invocation: Remote Method Invocation concept; Server
side, Client side.

UNIT-E 7 Hours
Enterprise Java Beans: Enterprise java Beans; Deployment Descriptors;
Session Java Bean, Entity Java Bean; Message-Driven Bean; The JAR File.

Text Books:
l. Herbert Schildt: Java The Complete Reference, 76 Edition, Tata

McGraw Hill. 2007.
(Chapters l, 2, 3,4, 5,6,8, 10, 11,21,22,29,30,31)

2. Jim Keogh: J2EE - The Complete Reference, Tata McGraw Hill,
2007 .

(Chapters 5,6, I l, 12, 15)

Reference Books:
l. Y. Daniel Liang; Introduction to JAVA Programming, 76 Edition,

Pearson Education, 2007.
2. Stephanie Bodoff ct al: The J2EE Tutorial. 2nd Edition, Pearson

Education.2004.
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MULTIMEDIA COMPUTING

Subject Codc: l0CS7
HourVWeek : 0.1

Total Hours : 52

LA. Marks : 25
Exam Hours:0J
Exam Marks: 100

5{

PART _ A

UNIT- I 7 Hours
Introduction, Medir and Data Streams' Audio Technology: Multimedia
Elements; Multimedia Applications; Multimedia Systems Architecture;
Evolving Technologies for Multimedia Systems; Defining Objects for
Multimedia Systems; Multimedia Data Interface Standards; The need for
Data Compression; Multimedia Databases.

Media: Perception Media, Representation Media, Presentation Media,

Storage Media, Transmission Media, Infonnation Exchange Media'
Presentation Spaces & Values, and Presentation Dimensions; Key Properties

of a Mulimedia System: Discrete & Continuous Media, Independence

Media, Computer Controlled Systems, lntegration; Characterizing Data

Streams: Asynchronous Transmission Mode, Synchronous Transmission
Mode, Isocluonous Transmission Mode; Chamcterizing Continuous Media
Data Streams.
Sound: Frequency, Amplitude, Sound Perception and Psychoacoustics:

Audio Representation on Computers; Three Dimensional Sormd Projection:
Music and MIDI Standards; Speech Signals; Speech Output; Speech lnput:
Speech Transmission.

UNIT - 2 7 Hours
Grrphics and Images, video Techtrolog0/, Computer-Based Anim.tion:
Capnring Graphics and lmages Computer Assisted Graphics and Image

Processing; Reconstructing lmages; Graphics and lmage Output Options.
Basics; Television Systems: Digitalization of Video Signals; Digital
Television; Basic Concepts; Specification of Animations; Methods of
Contolling Animation; Display of Animation; Transmission of Animation;
vLtral Reality Modeling hnguage.

UNIT-3 7 Hours
DrtE Compression - t: Storag€ Space; Coding Requirements; Source.

Entropy, and Hybrid Coding; Basic Comprcssion Techniques; JPEG: Image

Preparation, Lossy Sequential DcT-based Mode, Expanded Lossy DCT-
based Mode, l-ossless Mode, Hierarchical Mode
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UNIT-4 6 Hours
Data Compression - 2: H.261 (Px64) and H.263: lmage Preparation, Coding
Algorithms, Data Stream, H.263+ and H-263L; MPEG; Video Encoding,
Audio Coding, Data Stream, MPEG-2, MPEG-4, MPEG-7: Fracral
Compression.

PART - B

UNIT-S 6 Hours
Optical Storage Media: History of Opticat Storage; Basic Technology;
Video Discs and Other WORMs; Cornpact Disc Digital Audio; Compact Disc
Read Only Memory; CD-ROM Extended Architecture; Fuflher CD-ROM-
Based Developments; Compact Disc Recordable; Compact Disc Magneto-
Optical; Compact Disc Read/Write; Digital Versatile Disc.

UNIT - 6 6 Hours
Content Analysis: Simple Vs. Complex Features; Analysis of Individual
Images; Analysis of Image Sequences; Audio Analysis; Applications.

UNff-7 6 Hours
Data atrd FiIe Format Standards: Rich-Text Formaq TIFF File Format;
Resource Interchange File Format (RIFF); MIDI File Format; JPEG DIB File
Format for Still and Motion Images; A\rI lndeo File Format; MPEG
Standards; TWAIN

UNIT - E 7 Hours
Multimedia Application Design : Multimedia Application Classes: Types of
Multimedia Systems; virtual Reatity Design; Components of Multimedia
Systems; Organizing Multimedia Databases; Application Workflow Design
lssues; Distributed Application Design Issues.

Text Books;
l. Ralf Steinmetz, Klara Narstedt: Multimedia Fundamentals: Vol l-

Media Coding and Content Processing,2d Edition, PHI, Indian
Reprint 2008.
(Chaptels 2, 3, 4, 5, 6, 7, 8, 9)

2. Prabhat K. Andleigh, Kiran Thalqar: Multimedia Systems Design.

PHI, 2003.
(Chapters l, 3, 7)

Referenc€ Books:
1. K.R Rao, Zoran S. Bojkovic and Dragorad A. Milovanovic:

Multimedia Communication Systems: Techniques, Standards, and

Networks, Pearson Education, 2002.
2. Nalin K Sharad: Multimedia Information Networking, PHI, 2002.
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D.{T-,{ \\"{REIIOLISING .\\D D.\T.\ \II\I\C

Subjcct Codc: l0CS755
Hours/rA'eek:04
Total Hours : 52

l.A. Ilal.ks : 25
Eranr llours:03
Exanl \larks: 100

PART A

UNIT-I 6llours
Drtr Warehousitrg:
Introduction, Opcrational Data Stores (ODS), Extraclion Transfofination
Loading (ETL), Data Warehouses. Design lssues, Guidelines for Data
Warehouse Implementation, Data Warehouse Mehdata

UNIT - 2
6 IIourc

Online Analltical Processing (OLAP): Introduction, Characteristics of
OLAP systems, Multidimensional view and Data cube, Data Cube

Implementations, Data Cube operations, Implementation of OLAP ad
ovewiew on OLAP Softwares.

UNIT - 3 6 Hours
Data Mining: Introduction, Challenges, Data Mining Tasks, Types of Data,

Data Preprocessing, Measures of Similarity and Dissimilarity, Data Mining
Applications

UNIT-4 8Hourc
Associetion Analysis: Basic Concepts end Algorithms: Frequent Itemset
GeneratioD, Rule Generation, Compact Representation of Frequent Itemsets,

Altemative methods for generating Frequent ltemsets, FP Crowth Algorithrl
Evaluation of Association Pattems

PART. B
UNIT-s 6 Hours
Classificetion -l : Basics, General approach to solve classification problenl
Decision Treel Rule Based Classifien, Nearest Neighbor Classifiers.

UNIT - 6 6 Eours
Chssificstion - 2: Bayesian Classifiers, Estimating Predictive accuracy of
classification methods, Improving accuracy of clarification methods,

Evaluation criteria for classification methods, Multiclass Problem.
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UNIT-7 E Hours
Clustering Techniqu€s: Overview, Features of clusler analysis, Types of
Data and Computing Distance, Types of Cluster Analysis Methods,
Parlitional Methods, Hierarchical Methods. Dcnsity Based Methods, Quality
and Validity ofCluster Analysis

UNIT-8 6 Hours
Web Mining: IntroductioD, Web content mining, Text Mining, Unstructued
Tcxt, Text cluslcring, Mining Spatial and Temporal Dalabases.

Tcxt Books:
l. Pang-Ning Tan, Michael Steinbach, vipin Kumar: lntroduction to

Data Mining, Pea$on Education, 2005.
2. G. K. Gupta: InMuction to Data Mining with Case Studies, 3d

Edition, PHI, New Delhi, 2009.

? Hours
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Reference Books:
l. Arun K Pujari: Data Mining Techniques 2d Edition, Universities

Press, 2009.
2. Jiawei Han and Micheline Kamber: Data Mining - Concepts and

Techniques, 2d Edition, Morgan Kaufmann Publisher, 2006.
3. Alex Berson and Stephen J. Smith: Data Warehousing, Data Mining,

and OLAP Computing, Mc GrawHill Publisher, 1997.

\EURAL \I,I'\\ oRKS

Subject Code: l0CS756 l.A. Mrrks : 25
HourYweek : 04 Exem Hours:03
Totel Hours : 52 Exem Merks:100

PART_A
UNIT-I 7 Hours
Introduction
What is a Neural Networt?, Human Brain, Models of Neurorl Neural
Networks viewed as directed graphs, Feedbach Network Architectures,
K-nowledge representation, Artificial Intelligence and Neural Networks.

UNIT - 2 6 Hours
Learning Process€s - 1

Introduction, Error-correction leaming, Memory-based leaming, Hebbian

leaming, Competitive leaming,Boltzamann leaming, Credit Assignment
problem, Leaming with a Teacher, [,eaming without a Teacher, Leaming
tasks, Memory, Adaptation.

UNIT _ .1
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Learning Processes - 2, Single Layer Perceptrons: Statistical nature of the

learning process, Stalistical leaming theory, Approxirnately correct model of
leaming.
Single Layer Perceptrons: lntroduction, Adaptive filtering problem,

Unconstrained oplimization techniques, Linear least-squares tilters, l-east-

mean square algorilhm, Leaming curves, I-eaming rate annealing techniques.

Perceptron, Percsplron convergence theorem, Relation between the

Perceptron and Bayes classifier for a Gaussian environment.

UNIT - 4 6 Hours
Multilayer Perceptrons - l:Introductio[ Some preliminaries, Back-

propagation Algorithm, Summary of back-propagation algorithm, XOR
problem, Heuristics for making the back-propagation algorithm perform

better, Output representation and decision rule, Computer experiment' Feature

detection, Back-propagation and differentiation.

PART - B

UNIT- 5 7 Hours
Multilayer Perceptrons - 2: Hessian matrix, Generalization, approximation

of functions, Cross validation, Network pruning techniques, virtues and

limitations of back- propagation teaming, Accelerated convergence of back

propagation leaming, Supervised learning viewed as an optimization problem,

Convolution networks.

tiNIT-6 6 Hours
Radial-Basic Function Networks - l: Intoduction, Cover's lheorem on the

separability of pattems, lnterpolation problenr, Supervised learning as an ill-
posed Hlpersurface reconstruction problerq Regularization theory,

Regularization networks, Generalized radial-basis function networks' xOR
problem, Estimation of the regularization parameter.

UNIT - 7 6 Hours
RediaFBasic Function Networks - 2, Optimizatiotr - l: Approximation
properties of RBF networks, Comparison of RBF networks and multilayer
Perceptrons, Kemel regression and it's relation to RBF netwolts, Leaming

strategies, Computer experiment.
Optimization using Hopfield networks: Traveling salesperson problem'

Solving simultaneous linear equations, Allocating documenls to

multiprocesson.
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UNIT- 8 7 Hours
optimization Methods - 2:
Iterated gradient descent, Simulated Annealing, Random Search, Evolutionary
computation- Evolutionary algorithms, Initialization. Termination crilerion,
Reproduction, Operators, Replacement, Schema theorem

Text Books:
l. Simon Haykin: ,.,'-eLral Networks - A Comprchensivc Foundation,

2nd Edition, Pearson Education, 1999.
(Chaplcrs 1. I -1.8, 2. l-2. I 5, l.l-3.10, 4,1-4. 19. 5. l-5. l4)

2. Kishan Mehrotra, ChilL-uri K- Mohan, Sanjay Ranka: Artificial
Neural Networks, Penram Intemational Publishing, 1997.
(Chapters 7.1-7.5)

Reference Books:
l. B.Yegnanarayana: Artificial Neural Networks, PHI, 2001

C# PROGRAMMING AND .NET

Subject Code: l0CS76l
HourVWeek : 04
Total Hours : 52

I.A. Marks : 25
Exam Hours:03
Exam Marks:100

PART _ A

UNIT- 1 6 Hours
Interfaces and Collections: Defining Interfaces Usirg C# lnvoking lnterface
Members at ths object Level, Exercising the Shapes Hierarchy,
Understanding Explicit lnterface Implementation, Interfaces As Polymorphic
Agents, Building lnterface Hierarchies, lmplementing, lmplementalion,
Interfaces Using VS .NET, undeGtanding the lcorvertible lnterface, Building
a Custom Enumerator (IEnumerable and Enumerator), Building Cloneable
objects ( ICloneable), Building Comparable Objects ( I Comparabte ),
Exploring the system. Collections Namespace, Building a Custom Container
(Retrofitting the Cars Type).

UNIT - 2 8 Hours
Callback Int€rfac€s, Delegates, atrd Events, Advanced Techniques:
Understanding Callback Interfaces, Understanding the .NET Delegate Type,
Members of System. Multicast Delegate, The Simplest Possible Delegate
Example, , Building More a Elaborate Delegate Example, Understanding
Asynchronous Delegates, Understanding (and Using)Events.
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The Advances Keywords of C#, A Catalog of C# Keywords Building a

Custom lndexer, A Variation ofthe Cars lndexer lntemal RePresenlation of
Type lndexer. Using C# lndexer from VB .NET. Overloading operators' The

Intemal Representation of Overloading Operators. interacling with Overload
Operator from Overloaded- Operator- Challenged Languages, Creating

Custom Conversion Rourines, Defining Implicit Conversion Routines, The

lntemal Representations of Customs Conversion Routines

UNIT - 3 6 Hours
Understanding .NET Assembles: Problems with Classic COM Binades, An
Overview of .NET Assembly, Building a Simple File Test Assembly, A C#.

Client Application, A Visual Basic .NET Client Application, Cross Language

Inheritance, Exploring the CarLibrary's, Manifest. Exploring the Carlibrary's
Types, Building the Multifite Assembly ,Using Assembly, Understanding
Private Assemblies, Probing for Private Assemblies (The Basics), Private A
Assemblies XML Configurations Files, Probing for Private Assemblies ( The
Details), Und€rstanding Shared Assembly. Understanding Shared Names,

Building a Shared Assembly, Understanding Delay Signing.
Installing/Removing Shared Assembly. Using a Shared Assembly

UNIT - 4 6 Hours
Object- Oriented Programming with C#: Forms Defining of the C# Class,

Definition the "Defautt Public Interface" of a Type, Recapping the Pillars of
OOP, The First Pillars: C#'s Encapsulation Services. Pseudo- Encapsulation:

Creating Read{nly Fields, The Second Pillar: C#'s Inheritance Supports,

keeping Family Secrets: The " Prolected" Key'word. Nested Type Definitions,
The Third Pillar: C #'s Polymolphic Support. Casting Between.

PART B

UNIT-5 6llours
Erceptions rnd Object Lifetime: Ode to Errors. Bugs, and Exceptions, The
Role of .NET Exception Handing, the System. Exception Base Class,

Thrcwing a Ceneric Exception, Catching Exception. CLR System kvel
Exception(System. System Exception), Custom Application-Level
Exception(System. System Exception), Handting Multiple Exception, The

Family Block the Last Chance Exception Dynamically Identifting
Application - and System Level Exception Debugging System Exception
Using VS. NET, Undentanding Object Lifetime, the CIT of "new', The
Basics of Garbage Collection,, Finalization a T1pe, The Finalization Process,

Building an Ad Hoc Desmrction Method, Garbage Collection Optimiztions,
The System. GC Type.
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UNIT - 6 6 Hours
lnt€rfaces and Collections: Defining Intcrtaces Using C# lnvoking lnterface
Members al the object Lerel. Exercising the Shapes Hierarchy.
Understanding Explicit lnterface lnrplernentation. [nterfaces As Polymorphic
Agents. Building Interface Hierarchies. Inplementing, Implemenlation,
lnterfaces Using VS.NET, understanding the lConvertible lDterface, Building
a Custom Enumerator (lEnumerablc and Enumerator), Building Cloneable
objects (lCloneable), Building Comparablc Objects ( I Comparable ),
Exploring the system. Collections Namespace, Building a Custom Container
(Retrofitting the Cars Type).

UNIT-7 t Hours
Callback Int€rflces, Delegates, and Events, Advanced Techniques:
Understanding Callback Interfaces, Understanding the .NET Delegate Type,
Membcrs of System. Multicast Dclegale, The Simplest Possible Delegate

Example, Building More a Elaboratc Delcgate Example, Understanding
Asynchronous Delegates, Understanding (and Using)Events.
The Advances Keywords of C#, A Catalog of C# Keywords Building a

Cuslom Indexer, A Variation oflhe Cars Indexer Internal Representation of
Type Indexer . Using C# Indexer from VB .NET. Overloading operators, Thc
Intemal Representation of Overloading Operators, interacting u/ith Overload
Operator from Overloaded- Operator- Challenged Languages, Creating
Custom Convenion Routines, Defining Implicit Conversion Routines, The

Intcmal Repres€ntations of Customs Conversion Routines

uNtT-8 6Hours
Understanding .NET Assembles: Problems with Classic COM Binaries, An
Overview of .NET Assembty, Building a Simple File Test Assembly, A C#.

Client Application, A Visual Basic .NET Client Applicatioq Cross Language

Inheritance, Exploring the Carlibrary's. Manifest, Exploring the Carlibrary's
Types, Building the Multifite Assembly, Using Assembly, Understanding

Private Assemblies, Probing for Private Assemblies (The Basics), Private A
Assemblies XML CoDfigurations Files, Probing for Private Assemblies ( The

Details), Understanding Shared Assembly, Understanding Shared Names,

Building a Shared Assembly, Undentanding Delay Signing,
lnstalling/Removing Shared Assembly, Using a Shared Assembly

Text Books:
l. Andrew Troelsen: Pro C# with .NET 3.0,4'n Edition, Wiley India,

2009.
Chapters: I to I I (up to pp.369)

2. E. Balagurusamy: Programming in C#,2 Edition, Tau Mccraw
Hilt,2008.
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(Prograrnming Examples 3.7, 3. 10, 5.5. 6.1. 1.2. 7.4.'7.5. 7.6. 8.1,
8.2. 8.3. n,5. 8.7. 8.8. 9.1. 9.2. 9.3. 9.4. 10.2, l0-4. 1 1.2. 1 1.4. 12.1.

11.4. 12.5. r2.6. 13.1. 13.2. 13.3. 13.6. t4.1. 14.2. 14.4. 15.2. 15.3.

16.1. 16.1. r6.3, 18.3, 18.5.18.6)

Refcrcncc Books:
I . Tom Archer: tnside C#, WP Publishers, 2001.
2. Hcrbc Schildt: C# The Complete Reference, Tara Mccrarv Hil[,

2004.

DIGITAL IMAGE PROCESSING

PART-A
UNIT- I 6 Hours
Digitized Image and its properties: Basic concepts, Image digitization,
Digital image propenies

UNff-2 T llours
Imrge Preprocessing: Image pre-proc.essing: Brightness and geometric
sansformations, Iocal preprocessing.

UNIT _ 3
Segmentation - I : Thresholding, Edge-based segmentation.

7 Hours

UNIT _ 4
Segmentation - 2: Region based segmentation, Matching.

T llours

PART_B
UNIT- 5 7 Hours
Image Enhancement: lmage enhancement in the spatial domain:
Background, Some basic gray level Fansforrrations, Histogram processing,

Enhancement using arithmetic/ logic operations, Basics of spatial filtering,
Smoothing spatial filten, Sharpening spatial filten- lmage enhancement in the

frequency domain: Background, lntroduction to the Fouder transform and the
frequency domain, Smoothing Frequency-Domain filters, Sharpening
Frequency Domain filten, Homomorphic filtering.

UNIT-6 6 Hours
lmage Compression: Image compression: Fundamentals, Image compression
modcls, Elements of information theory, Error-Free Compression, Lossy
compression.
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UNIT - 7 7 flours
Sh.pe representrtion: Region identification. Contour-based shape

representalion and description, Region based shape representation and
description, Shape classes.

UNIT-8 6 Hours
Morphology: Basic morphological concepts, Morphology principles, Binary
dilation and crosion, Gray-scale ditation and erosion, Morphological
segmentation and wateBheds

Text Book!:
l. Milan Sonka, Vaclav Hlavac and Roger Boyle: Image Processing

Analysis and Machine Visioq 2nd Edition, Thomoson L,eaming,

2001 .

(Chapters 2, 4.1 to 4.3, 5.1 to 5.4, 6, I l.l to I1.4, I t.7)
2. Rafel C Gonzalez and Richard E Wmds: Digital Irmge Processing,

3d Edition, Pearson Education, 2003.
(chapten 3.1 to 3.7,4.1 to 4.5, 8.1 to 8.5)

Reference Books:
l. Anil K Jain, "Fundamentals of Digital lmage Processing", P]II, 1997,

Indian Reprint 2009.
2. B.Chanda. D Dutta Majumder, "Digital Image Processing and

Analysis". PHt, 2002.

CAME THEORY

Subjcct Codc: l0CS7
Hours/Week : 04
Total Hours : 52

I.A. Marks : 25

Exam Hours:03
Exam Marks: 100

\n^"^,,.^,, 
qs*/'

63

PART - A

UNIT- I t Hours
lntroduction, Strstegic Gsmcs: What is game theoqd The theory of rational
choice; lnteracting decision makers.
Strategic games; Examples: The prisoner's dilemm4 Bach or Stravinsky,
Matching pennies; Nash equilibrium; Examples of Nash equilibrium; Best-

response functions; Dominated actions; Equilibrium in a single population:

symmetric games and symmetric equilibria.
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UNIT - 2 6 Hours
Mixed Strstegy Equilibrium: lntroduction; Strategic games in which players

may random2e; Mixed srraregy Nash equilibrium; Dominated actions: Purc

equilibria when randomization is allowed. Illustration: Expert Diagnosis:

Equilibrium in a single population. lllustration: Reponing a crime: l-he

forrnation of players' beliefs; Exlensions; Representing preferences by
expected payoffs.

UNIT - 3 6 Hours
Extetrsive Games: ExteNive games with perfect infomEtion; Strategies and

outcomes; Nash equilibrium; Subganre perfect equilibrium; Finding subgame
perfect equilibria of finite horizon gamcs: Backward induction. Illustrations:
The ultimatum game, Stackelberg's model ofduopoly, Buying votes.

UNIT - 4 6 Hours
Extensive games: Ertensions and Discussions: ExGnsions: Allowing for
simultaneous moves, Illustrations: Entry in to a monopolized industry,
Electoral compelition with strategic voters. Committee decision making, Exit
from a declining industry; Allowing for exogenous uncertainty, Discussion;
subgame perfect equilibrium and backward induction.

PART _ B

IrNrT - 5 7 Hours
Bayesian Games, Extensive Games with Imperfect Information:
Motivational examples; General definitions; Two examples concerning
information; lllustrations: Cournot's duopoly game \ffith imp€rfecl
informalion, Providing a public good. Auctions; Auctions with an arbitrary
distribution of valuations.
Extensive games with imperfect information; Strdtegies; Nash equilibrium;
Beliefs and sequenlial equilibrium; Signaling gameq lllusFation: Strategic
inforrnation transmission.

[NIT-6 7 Hours
Strictly Competitive Games, Evolutionery Equilibrium: Strictly
competitive games and maximization; Maximization and Nash equilibrium;
Strictly coryetitive games; Maximization and Nash equilibrium in strictly
competitive games.

Evolutionary Equilibrium: Monomorphic pure strategy equilibrium; Mixed
strategies and polymorphic equilibrium; Asymmetric contests; Variations on
themes: Sibling behavior, Nesting behavior of wasps, The evolution of sex
ratio.

6 Hours

9l
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It€rated Games: Repeated games: The main idea; Preferences: Repeated
games; Finitely and infinilel]- repeated Prisoner's dilemma; Strategies in an

inlinitely repeated Prisoncr's dilemma; Some Nash equilibria ofan infinitely
repeated Prisoner's dilcnrrna. Nash equilibrium payoffs of an inlinilely
repeated Prisoner's dilenrma.

UNIT - 8 6 Hours
Coalitional Games and Bargaining: Coalitional games. The Core.
lllustrations: Ownership and distribution of wealth, Exchanging homogcneous
items, Exchanging heterogcneous items, Voting, Matching. Bargaining as an

extensive game; Illustration of trade in a market; Nash's axiomatic model of
bargaining

Text Books:
l. Martin Osbome: An lntroductiotr to Game Theory, Oxford

UniversityPr*s,lndian Edition,2004.
(Listed topics only from Chapters I to 11, 13, 14, 16)

Reference Books:
l. Roger B. Myerson: Game Theory: Analysis of Conflict, Harvard

University Press, 1997.

2. Andreu Mas-Colell, Michael D. Whinstoq and Jerry R. Green:

Microeconomic Theory. Oxford University Press, New York, 1995.

3. Philip D. Straffin, Jr.: Game Theory and Strategy, The Mathematical
Association of America, January 1993.

AR'III'ICIA1, INTELLICENCE

Subject Code: l0CS764
HourVWeek : 04
Total Hours : 52

l.A. Marks : 25
Exam Hours:03
Exam Marks: 100

PART _ A

UNIT - I 7 Hours
Itrtroduction: What is Al? Intelligent Agents: Agents and environment;
Rationality; the nature of environment; the stnrcture of agents. Problem-
solving: Problem-solvirg agents; Example problems; Searching for solution;
Uninformed search strategies.

IJNIT - 2 7 Hours
Informed Search, Exploration, Cotrstrint Srtisfrction, Adversial Seerch:
Informed search strategies; Heuristic functions; OnJine search agents and

unknou,n environme . Constraint satisfaction problems; Backtracking search
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for CSPs. Adversial search: Games: Optimal decisions in games: Alpha-Beta
pruning.

UNIT-3 6Hours
Logical .lgeltts: Knou'ledge-based agents; The rvulnpus rvorld as an example

*orld: Logic, propositional logic Reasoning pattems in propositional logic;
Efl'ective propositional inference; Agents based on propositional logic.

uNlT-4 6Hours
First-Order Logic, lnference in First-Order Logic - l: Representation

revisited: Syntax and sernantics of first-order logic; Using first-order logic;
Knowledge engineering in first-order logic. Propositional versus first-order
inference; Unification and lifting

UNIT-S 6 Hours
Inference in First-Order Loglc - 2: Forward chaining; Baclrward chaining:
Resolution.

UNIT -6 7 Hours
Knorvledge Represcntstion: Ontotogical engineering; Categories and

objects; Actions, situations, and events; Mental events and mental objects;
The Intemet shopping world; Reasoning systems for categories; Reasoning
with default information; Truth maintenance systems,

UNIT - 7 7 Hours
Planning, Utrcertrinty, Probsbitistic Reasoning: Planning: The problem:
Ptanning with state-space approach; Planning graphs; Planning with
propositionaI logic.
Uncertainty: Acting under certainty; Irference using full joint distributions;
Independence; Bayes' rule and its use.

Probabilistic Reasoning: Representing knowledge in an uncertain domain:
The semantics of Bayesian networks; EIlicient representation of conditional
distributions; Exacl inference in Bayesian [etworks-

UNIT - 8 6 Hours
Learning, AI: Present ard Future: Learning: Forms of Leaming; Inductive
leaming; traming decision trees; Ensemble leaming; Computational leaming
theory.
Al: Present and Future: Agent components; Agent architectures; Are we
going in the right direction? What if AI does succeed?

Text Books:
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Stuart Russel, Peter Nowig; Anificial tntelligence A Modern
Approach, 2d Edition, Pearson Education. 2003.
( chapters 1.1,2,3.1 to 3.4, 4.1. 4.2. 4.5. 5.1. 5.2. 6.1, 6.2, 6.3, 7, 8,9,
10. .l, 11.2, .4, 11.5, t3.1. 13.4. r-1.5. 13.6, 14.1, 14.2, 14.3,

14.4,18,27',)

Rt:fcrence Books:
l. Elainc fuch, Kevin K-nighr: .Anificial lntclligence. 3'd Edition, Tata

McGraw Hill, 2009.
2. Nils J. Nilsson: Principles ofArtificial lntclligence, Elsevier, 1980.

STORAGE AREA NET\\'ORKS

Subject Code: l0CS765
HourV\l'eek : 04
Totrl llours : 52

I.A. Marks : 25
Exam Hours:03
Exam lllarks: 100

PART _A

UNIT- I 7 Hours
Introduction to Information Storrgc rnd Marsgement, Storage System
Environment: Information Storage, Evolution of Storage Technology and

Architecture, Data C€nts InAastructure. Key Challenges in Managing
Information, Information Lifecycle
Components of Storage System Environment, Disk Drive Components, Disk
Drive Performance, Fundamental Laws Goveming Disk Performance, Logical
Components ofthe Hosr, Application Requirements and Disk Perforrnance.

UNIT-2 6 Hours
Dat. Protection, Intelligent Storage system: lmplementation of RAID,
RAID Array Components, RAID Levels. RAID Comparison, RAID Impact

on Disk Performance, Hot Spares

Compon€nts ofan Intelligent Storage System, lntelligent Storage Aray

UNIT- 3 7 Hours
Direct-Attached Storage, SCSI, and Storrge Area Networks: Types of
DAS, DAS Benefits and Limitations, Disk Drive Interfaces, Introduction to
Parallel SCSI, Overview of Fibre Channel, The SAN and lts Evolution,
Components of SAN, FC Connectivity, Fibre Channel Ports, Fibre Channel

Architectue, Zrning, Fibre Channel Login Types, FC Topologies.

UNIT-4 6 Horrs
NAS, lP SAN: General - Purpose Service vs. NAS Devices, Benefits of
NAS, NAS File I / O, Components of NAS, NAS Implementations, NAS

94

\n-"'"' qs--t't'
PRINCIPAL

SIEi.. TUMAKURU



File-Sharing Protocols, NAS VO Operatiors, Facrors Affecting NAS
Performance and Availability. iSCSl, FCIP.

PART. B
UNIT - S 6 Hours
Content-Addr€sscd Storage' Storage Virtudization: Fixed Content and

Archives, Types of Archive, Features and Benefits ol CAS' CAS

Architecture, Object Storage and Rerieval in CAS, CAS Examplcs
Foms of Virtualization, SNIA Storage Virtualization Taxonomy' Storage

Virtualiztions Configurations, Storage Vfutualization Challenges. Types of
Storage Virtualization

UNIT - 6 6 Hours
Business Continuity, Backup and Recovery: Information Availability' BC

Terminology, BC Planning Lifecycle, Failure Anatysis, Business Impact

Analysis, BC Technology Solutions.
Backup Purpose, Backup Considerations, Backup Granularity, Recovery
Considerations, Backup Methods, Backup Prccess, Backup and restore

Operations, Backup Topologies, Backup in NAS Environments, Backup
Technologies-

IrNIT-7 7 Hours
Local Replicetion, Remote Replication: Source and Target, Uses of Local
Replicas, Data Consistency, Local Replication Technologies. Restore and

Restart Considerations, Crealing Multiple Replicas, Management lnterfac€,
Modes of Remote Replicarion, Remote Replication Technologies. Network
Infi-astructure.

UNIT - 8 7 Hours
Securing the Storage Infrastructure, Managing the Storage
Itrfrastructure: Storage Security Framework, Risk Triad, Storage Secunly
Dornains, Security Implementations in Storage Networking
Monitorhg the Storage lnfrastructue, Storage Management Activities,
Storage lnfrastructure Management Challenges, Developing an Ideal
Solution.

Tcxt Books:
l. C. Somasundaranr, Alok Shrivastava (Editon): lnformation Storage

and Management, EMC Education Services, Wiley India, 2009.

Reference Books:
t. Ulf Troppens, Rainer Erkens and Wolfgang Muller: Storage

Networks Explained, Wiley India, 2003.
2. Rebert Spalding: Storage Networks, The Complete Reference, Tata

McGmw Hill, 2003.
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3. Richard Barker and Paul Massiglia: Storage Area Networks
Essentials A Complete Guide to Understanding and Implementing
SANs. Wiley lndia, 2002.

FUZZY LOGIC

I..4. Nlarks : 25
Exam Hours:03
Exam Marks: I00

PART _ A

INIT-I 7 Hours
Introd[ction, Classical Sets and Fuzzy Sets: Background, Uncenainty and
Imprecision, Statistics and Random Processes, Uncenainry in Information,
Fuzzy Sets and Membership, Chance versus Ambiguity.
Classical Sets - Operations on Classical Sets, Properties of Classical (Crisp)
Ses, Mapping ofClassical Sets to Functions
Fuzzy Sets - Fuzzy Ser operations, Properties of Fuzzy Sets. Sets as Points irl
Hypercubes

IrNIT-2 6 Hours
Cllssicsl Relations and Fuzzy Relations: Cartesian Product, Crisp Relations
- Cardinality of Crisp Relations, Operations on Crisp Relations, Properties of
Crisp Relations, Composition. Fuzzy Relations - Cardinality of Fuzzy
Relations, Operations on Ftz4 Relations, Properties of Fuzzy Relations,

Fuzzy Canesian Product and Composition. Non-interactive Fuzzy Sets.

Tolerance and Equivalence Relations - Crisp Equivalence Relation, Crisp
Tolerance Relarion, Fuzzy Tolerance and Equivaleoce Relarions. Value
Assignments - Cosine Amplitude, Max-min Method, Other Similarity
methods

UNIT - 3 6 Hours
Membership Functions: Features of tbe Membership Function, Standard

Forms and Boundaries, Fuzzification, Membership Value Assignments -
Intuition, Inference, Rank Orderhg, Angutar Fuzzy Sets, Neural Network,
Genetic Algorithms, Inductive Reasoning.

IrNIT-4 7 Hours
Fuzzy-tG.Crisp Conversions, Fuzzy Arithmetic: I-ambda-Cuts for Ftzzy
Sets, I-amMa-Cuts for Fuzzy Relations, Defirzzification Methods
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Extension Principle - Crisp Functions. Mapping and Relations, Functions of
fuzzy Sels - Extension Principle, Fuzzy Trdnsform (Mapping), Practical
Considerations, Fuzzy Numbers
lnterval Analysis in Arithmetic, Approximate Methods of Extension - Vertex
method, DSW Algorithrq Restricted DSW Algorithm, Comparisons. Fuzzy
Vectors

PART - B

UNIT - 5 6 Hours
Classical l,ogic and Fuzzy Logic: Classical Predicate Logic - Tautologies,
Contradictions, Equivalence, Exclusive OR and Exclusive NOR, Logical
Proofs, Deductive Inferences. Fuzzy Logic, Approximate Reasoning, Fuzzy
Tautologies, Contradictions, Equivalence and Logical Proofs, Other forms of
the Implication Operation, Other forms ofthe Composition Operation

UNIT - 6 6 Hours
Fuzzy Rule. Brscd Systems: Natural l-anguage, Linguistic Hedges, Rule-
Based Systems - Canonical Rule Forms, Decomposition of Compound Rules,
Likelihood and Truth Qualification, Aggregation of Fuzy Rules, Craphical
Techniques of Inference

UNIT-7 7 Hours
Fuz4r Decision Making : Fuzzy Synthetic Evaluation, Fuzzy Ordering,
Preference and consensus, Multiobjective Decision Making, Fuzzy Bayesian
Decision Method, Decision Making under Fuzzy States and Fuzzy Actions.

UNIT - E 7 Hours
Fuzy Classification: Classification by Equivalence Relations - Crisp
Relations, Fuzzy Relations. Cluster Analysis. Cluster Validity, c-Means
Clusteriog - Hard c-Means (HCM), Fuzzy c-Means (FCM). Classiltcation
Metric, Hardening the Fuzzy c-Partition, Similarity Relations from Clustering

Text Books:
Timothy J. Ross: Fuzzy Logic with Engineering Applications, 2d
Edition, Wiley Indi4 2006..
(Chapter I (pp l-la), Chapter 2 (pp 17-34), Chapter I ( pp 46-70),

Chapter 4 (pp 87-122), Chapter 5 (pp 130-146), Chapter 6 (pp l5l-
178), Chapter 7 ( pp 183-210), Chapter 8 (pp 232-254), Chapter 9 (pp
313-352), Chapter l0 ( pp 371 - 400))

Reference Books:
I . B Kosko: Neural Networks and Fv.zy systems: A Dynamical

System approach, PHl, 1991.
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Nehvorks Laborston'

Subject Code: l0CSL77
Hours/rrl'cek : 03
Total Hours : ,12

I.A. Marks : 25
Exrm Hours:03
Exam Marks:50

\otc: Student is rcquirr:d to solvc one problem from PART-A and onc
problem from PART-B. The qucstions arc allotted based on lots. Both
questions carry equal marks.

PART A Simulation Exercises

The following experiments shall be conducted using either
N5228/OPNET or any other suitable simulator.

l. Simulate a three nodes point - to - point network with duptex links
between them. Set the queue size and vary the bandwidth and find the

number of packets dropped.
2. Simulate a four node point-to-point network with the links connected as

follows:
n0 - n2, nl - n2 and n2 - n3. Apply TCP agent between n0-n3 and UDP
between nl-n3. Apply relevant applications over TCP and UDP agents

changing the parameter and determine the number of packets sent by
TCP / UDP.

l. Simulate the transmission of ping messages over a networt toPology
consisting of 6 nodes and find the number of packets dropped due to
congestion.

4. Simulale an Ethemet LAN using n nodes (6-10), change error rate and

data rate and compare throughput.
5- Simulate an Ethemet LAN using n nodes and set multiple traffic nodes

and plot congestion window for different source / destination.
6. Simulate simple ESS and with transmitting nodes in wireJess LAN by

simulation and determine the performance with respect to transmission of
packets.

PART.B
lmplement the following in C/C'r+:

7. Write a program for erlor detecting code using CRC{C!'fT ( l6- bits).
8. Write a program for distance vector algorithm to find suitable path for

tsansmission.
9. Using TCP/IP sockets, write a client - server program to make the client

send the file name and to make the sewer send back the contents ofthe
requested fi le if present.
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t0. lmplement the above program using as message queues or FIFOs as IPC
channels.

I I . Write a program for simple RSA algorithm to encr)?l and decr)?t the

data.
t2. Write a program lbr congestion control using leakl bucket algorithm.

Note:
ln the exanrination, a combination of one problem has to be asked from
Part A for a total of 25 marks and one problem from Part B has to be

asked for a total of 25 marks. The choice must be based on random
selection from the entire lots.

Web Programming Laborator!

Subject Code: 10CSL78
Hours^i'eek:03
Total Hours : 42

I-A- Marks : 25
Exam Hours:03
Exam lllarks:50

l. Develop and demonstrate a )GITML file that includes Javascript script
for the following problems:
a) Inpul A number n obtained using prompt

Output: The first n Fibonacci numbers
b) Input: A number n obtained using prompt

Output: A table ofnumbers from I to u and their squares using alert
2. a) Develop and demonstrate, using Javascript script, a XHTML document

that collects the USN ( the valid format is: A digit from I to 4 followed
by two upper-case characters followed by two digits followed by two
upper-case characters followed by three digits; no embedded spaces
atlowed) of the user. Event handler must be included for the form
element that collects this information to validate the input. Messages in
the alert windows must be produced when errors are detected.
b) Modiry the above program to get the current semester also (restricted
[o be a Dumber from I to 8)

3. a) Develop and demonstrate, usilg Javascript script, a XHTML document
that contains three short paragraphs of text, stacked on top of each other,
with only enough ofeach showing so that the mouse cursor can be placed
over some part of them. When the cursor is placed over the exposed part
ofany paragraph, it should rise to the top to become completely visible.
b) Modify the above document so that when a paragraph is moved from
the top stacking position, it retums to its original position rather than to
the bottom.

4. a) Design an XML document to store information about a student in an
engineering college affiliated to VTU. The information must include
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USN. Name, Name of the College, Brach, Year ofJoining, and e-mail id.
Make up sample data for 3 students. Create a CSS style sheet and use it
to display the document.
b) Creale an XSLT style sheet for one student elemeat of the above
document and use it to create a display ofthat etement.

5, a) write a Perl program to display various Sener Inlbrmalion like Server
Narne, Server Software, Server protocol, CCI Revision etc-

b) Wrile a Perl program to accept UNIX command from a HTML form
and lo display the output ofthe command executed.

6. a) Write a Perl program to accept the User Name and display a geethg
message randomly chosen from a list of4 greeting messages.

b) Write a Perl program to keep track of the number of visitors visiting
the web page and to display this count ofvisitors, with proper headings.

7. Write a Perl program to display a digital ctock which displays the current
time of the server.

8. Write a Perl program to insert name and age information entered by the
user into a table created using M16QL and to display the current contents

ofthis table.
9. Write a PHP program to store current date-time in a COOKIE and

display the 'I-ast visited on' date-time on the web page upon reopening of
the same page.

10. Write a PHP program to store page views count in SESSION, fo
increment the count on each refresh, and to show the count on web page.

I l. Create a XHTML form with Name, Address Line l, Address Line 2, and

E-mail text fields. On submining store the values in MySQL tabte.

Retrieve and display the data based on Name.
12. Build a Rails application to accept book information viz. Accession

number, title, authors, edition and publisher fiom a web page and store

the information in a database and to search for a book with the title
specified by the user ard to display the search results with proper

headings.
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VIII S}:MESTER

SOFT\T"{RI: ARCHITECTURES

Subject Codc: l0lS8l
HoursA{eck : 04
Total Hours : 52

PART _ A

INIT-I 6Hours
Introduction: The Architecture Business Cycle: Where do architectures

come from? Software processes and the architecture business cycle; What
makes a "good" architecture? What software architecture is and what it is

noq Other points of view; Architectural pattems, reference models and

reference architectures: lmportance of software architecnrre; Architectural
structures and views.

IrNIT - 2 THours
Architecturel Styles rnd Case Studies: Architectural styles; Pipes and

filters; Data abstraction and object-oriented organization; Event-based,
implicit invocation; I-ayered systems; Repositories; Interpreters: Process

control; Other familiar architectures; Heterogeneous architectures. Case

Studies: Keyword in Context; Instrumentation software; Mobile robotics;
Cruise control; Tbee vignehes in mixed style.

UNIT - 3 6 Hours

Quality: Functionality and archirecture; Architecture and quality attributesi
System quality attributes; Quality anribute scenarios in praclice; Other
system quality attributes; Business qualities; Architecture qualities.
Achieving Quality: Introducing tactics; Availability tactics; Modifiability
tactics; Performaace tactics; Security tactics; Testability tactics; Usability
tactics; Relationship of tactics to architectural patterns; Architectural patterns

and styles.

UNIT-4 7 Hourc
Architectutnl Patt€rns - l: Introduction; From mud to stmcturc: [:yers,
Pipes and Filters, Blackboard.

PRINC!PAL
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Exam Hours:03
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PART _ B
UNIT-s THours
Architcctural Pattrrll\ - 2: Distributed Systems: Broker: lnlcracti\e
Sys{ems: MVC. Prescntation--{bstraction-Control.

UNIT - 6 6 Hours
Architectural Pattero! - 3i Adaptable Systems: Microkemel: Reflcction.

UNIT - 7 6 Hours
Some Design Patterns: Structural decomposition: Whole Part;
Organization ofwork: Masrer - Slave; Access Control: Proxy.

[NIT-8 7 Hours
Designlng and Documenting Software Architecture: Architecture in the

life cycle; Designing the architecturc; Forming the team structure; Creating a
skeletal system. Uses of architectural documentation; Views; Choosing the

relevant views; Documenting a view; Documentation across views,

Text Books:
l. Len Bass, Paul Clements, Rick Kazman: Software Architecture in

Practice, 2d Edition, Pearson Education, 2003.
(Chapters I, 2, 4. 5, 7, 9)

2. Frank Buschmann, Regine Meunier, Hans Rohnert, Peter

Sommerlad. Michael Stal: Pattern-Oriented Software Architecture.
A System of Patlems, Volume l. John Wiley and Sons,2007.
(Chaprers 2. l.l to 3.4)

3. Mary Shaw and David Garlan: Software Architesture- Perspectires

on an Emerging Discipline, PH1,2007.
(Chapters I .l, 2, 3)

Referenc€ Books:
l. E. Gamma, R. Helm, R. Johnson, J. Vlissides: Design Pattems-

Elements of Reusable Object-Oriented Software, Pearson Education,
1995.

Web Reference: hno:' /www.hillside.neVoanems/
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SYSTENT I\TODELING ,\}"D SI]I1[ I--{TION

PART _ A
UNIT-I t Ilours
lntroduction: When simulation is the appropriate tool and when it is not

appropriate; Advantagc and disadvantages of Simulation; Areas of
application; Systems and system environment; Components of a system;

Discrete and continuous systems; Model of a system; Types of Models;
Discrete-Event System Simulation; Steps in a Simulation Study. The basics

of Spreadsheet simulation, Simulation example: Simulation of queuing

systems in a spreadsheet.

UNIT - 2 6llours
General Principles, Simulation Software: Concepts in Discrete-Event
Simulation: The Event-Scheduling / Time-Advance Algorithm, World
Views, Manual simulation Using Event Scheduling List processing.

Simulation in Java; Simulation in GPSS

UNIT - 3 6 Hours
Statistical Models in Simulation: Review of terminology and concepts;

Useful statistical models; Discrete distributions; Continuous distributions;
Poisson process; Empirical distributions.

UNIT - 4 6 Hours

Queuing Models: Characteristics of queuing systems; Queuing notation;
Long-run measures of perfomunce of queuing systems; Steady-state

behavior of M/G/l queue; Networks of queues; Rough-cut modeling: An
illustration..

PART _ B

UNIT - 5 8 Hours
Rando[ts Number Generation, Random-Variate Getrention: Properties of
random numbers; Ceneration of pseudo-random numbers; Techniques for
generating random numbers; Tests for Random Numbers Random-Variate
Generation: Inverse transform technique; Acceptance-Rejection technique;
Special properties.
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UNIT - 6 6 Hours
lnpul Modeling : Data Collection: ldentilying the distribution with data;
Parameter estimation; Goodness of Fit Tests; Fining a non-stationary Poisson
process: Selecting input models wilhout data; Multivariate and Time-Series
irrput models.

UNIT - 7 6 Hours
Estimation of Absolute Pcrformance: Tlpes of simulations with respect to
output analysis; Stochastic nature of output data; Absolute measures of
performance and thet estimation; Output analysis for terminating
simulations; Output analysis for steady-state simulations.

UNIT - t 6 Hours
Verificatior, Calibration, and Validation; Optimizrtion: Model building,
verification and validation; Verification of simulation models; Calibration
and validalion of models, Optimization via Simulation

Tert Books:
l. Jerry Banks, John S. Carson Il, Barry L. Nelson, David M. Nicol:

Discrete-Event System Simulation, 56 Editioc Pearson Eduation,
2010.
(Listed topics only from Chaptersl to I2)

Reference Books:
l. Lawrence M- Leemis, Stephen K. Park: Discrete - Eve

Simulation: A First Course. Pearson Education, 2006.
2. Averilt M. Law: Simulation Modeling and Analysis, 46 Edition,

Tata McGraw-Hill, 2007.

\IlRELESS NETWORKS Ah-D MOBILE COMPUTING

Sub Code: 10CSE3l
HrVri'eek 04
Total Hrs: 52

IA Marks
Exam Hours
Exam Marks

:25
:03
:100

".!1lt*r't!*

PART.A
UNIT_ I

6 Hours
lUobile Computing Architecaure: Tlpes ofNetworks, Architecture for
Mobile Computing, 3-tier Architecture, Design Considerations for Mobile
Computing.
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UNIT - 2 7 Hours

Wireless Net\orks - l: GSM and SMS: Global Systems for Mobile

Communication ( GSM and Short Service Messages ( SMS): GSM

Architecture, Entities, Call routing in GSM, PLMN Inlerface' GSM

Addresses and tdentities, Network Aspects in GSM. Mobility Management,

GSM Frequency allocation. lntroduction to SMS, SMS Architecture' SM

MT, SM MO, SMS as lnformation bearer, applications

UNIT-3 6 Hours

Wireless Networks - 2: GPRS ; GPRS and Packet Data Network, GPRS

Network Architecture, GPRS Network Operdtions, Data Services in CPRS,

Applications for GPRS, Billing and Charging in GPRS

UNIT-4 7 Hours

Wireless Netrvorks - 3: CDMA, 3G and WiMAX: SPread SPectrum

technology, IS-95, CDMA versus GSM, Wireless Data, Third Generation

Networks, Applications on 3G, Introduction to WiMAX.

PART -B
rINrT - 5 6 Hours

Mobile Client: Moving beyond desktop, Mobile handset overview, Mobile

phones and their features, PDA, Design Constraints in applications for

Landheld devices.Mobile IP: Introduction, discovery, Registration,

Tunneling, Cellular IP, Mobile IP with IPv6

tNrr-6 7 Hours

Mobile OS and Computing Environmenh Smart Client Architecture' The

Client: User lnterface, Data Storage, Performance, Data Syochronization,

Messaging. The Server: Data Synchronization, Enterprise Data Souce,

IrAessaging. Mobile Operating Systems: WinCE, Palm OS, Symbian OS,

Linux, Proprietary OS Client Development : The development process, Need

analysis phase, Design phase, lmplementation and Testing phase,

Deployment phase, Development Tools, Device Emulators.

UNIT-7 6 Hours
Building, Mobile ltrternet Applications: Thin client: Architecture' the

client, Middleware, messaging Servers, Processing a Wireless request,

Wireless Applications Protocol (WAP) Overview, Wireless l,anguages:

Markup Languages, HDML, WML, HTML, cHTML, XHTML, VoiceXML'

UNIT-t THours
J2ME: Introduction, CDC, CLDC, MIDP; Programming for CLDC, MIDlet
model, Provisioning, MIDlei life-cycle, Creating new application, MIDlet

PRINCIPAL
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event handling, GUI in MIDP, Low level GUI Components. Mulrimedia
APIs; Communication in MIDP, Security CoDsiderations in MIDP.

Tcxt Books:

l. Dr. Ashok Talukder, Ms Roopa Yavagal, Mr. Hasan Ahmed:
Mobilc Compuring, Technology, Applications and Servicc Creation,
2d Edition, Tata McGraw Hilt, 2010

2. Martyn Mallik: Mobile and Wireless Design Essentials, Wiley, 2003

Reference Books:
l. Raj kamal: Mobile Computing, Oxford University Press, 2007.
2. Iti Saha Misra: Wireless Communications and Networks, 3G and

Beyond, Tata Mccraw Hill, 2009.

T\'EB 2.0 AND RICH INTERNET APPLICATIONS

25
03
r00

PART -A
UNIT - t 6 Hours
Introduction, Ajax - 1: Web 2.0 and fuch Intemet Applications. Overview
ofAjax. Examples ofusage ofAjax: Updating web page text, Chaning in real
time, Dragging and dropping, Downloading images. Creating Ajax
Applications: An example, Analysis of example ajax.html, Creating the
Javascript, Creating and opening the XMlHttpRequesl object. Data
download, Displaying the fetched data, Coruecting to the server, Adding
Server-side programming, Sending data to the server using GET and POST,
Using Ajax together with XML.

UNIT - 2 7 Hours
Ajax - 2: Handling multiple XMlHttpRequest objects in the same page,
Using two XMlHttpRequest objects, Using an array of XMlHttpRequest
objecls, Using inner functions, Downloading Javascript, connecting to
Google Suggest, Creating google.php, Dou,nloading from other domains with
Ajax, HTML header request and Ajax, Defeating caching,
Examples-Building XML and working with XML in JavaScript, Getting the
document element, Accessing any XML element, Handling whitespace in
Firefox, Handling cross-browser whitespace, Accessing XML data directly,
Validating XML, Further examples of Rich Intemet Applications *'ith Ajax.

t06

Sub Code: l0CS832
Hrs/ lVeek: 04
Total Hours:52

IA Marks
Exam Hours
Exam Marks
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UNIT-3 6 Hours
Ajrx - 3: Drawing user's anention to downloaded text, Styling text, colors

and background using CSS, Setling element location in the web pages.

Setling the stacking order of web page elements, Further examples of using
Ajax. Displaying all the data in an IITML lbrm, Working with PHP sener
variables, Getting the data in to anal' fbrmat. wraPping applicalions in to a
single PHP page, Validating input from the user. Validating integers and lcxl.
DOM, Appending new elements to a wcb page using the DOM and Ajax,
Replacing elements using the DOM, Handling [meouts in Ajax.
Downloading images with Ajax, Example programs.

UNIT - 4 7 Hours
Flex - I : Introduction: Understanding Flex Application Technologies, Using
Flex Elements, Working with Data Services (t ading Data at Runtime), The

Differences between Traditional and Flex Web Applications, Understanding
How Flex Applications Work, Understanding Flex and Flash Authoring.
Building Applications with the Flex Framework: Using Flex Tool Sets,

Creating Projects, Building Applications, Deploying Applications
Framework Fundamentals: Understanding How Flex Applications Are
Structure4 Loading and Initializing Flex Applications, Undestanding the

Component Life Cycles, Loading One Ftex Application into Another Flex
Application, Differentiating Between Flash Player and the Flex Framework,
Caching the Framework, Understanding Application Domains, Ircalization,
Managing hyout: Flex Layout Overvieu Making Fluid Interfaces, Putting
It All Together.

PART B
UNIT - 5 7 Hours
Fler - 2: MXML: Understanding MXML Syntax and Structure, Making
MXML I eractive Working with Ul Components: UndeEtanding UI
Components, Buttons, Value Selectors, Text ComPonents, List-Based
Controls, Pop-Up Contmls, Navigators, Contsol Bars Customizing
Application Appeararce: Using Styles, Skinning coryonents, Customizing
the preloader, Themes, Runtime CSS

UNIT-6 6 Hours
Fler - 3: Actionscript: Using ActionScript, MXML and Actionscript
Correlations, Understanding Actionscript Synux, Variables and Properties,
lnheritance, Interfaces, Handling Events, Error Handting, Using XML

UNIT - 7 7 Hours
Fler - zl: Managing State: Creating States, Appllng States, Defining States,

Adding and Removing Components, Sening Properties, Setting Styles,

t07
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Setting Event Handlers, Using Action Scripts to Define States, Managing
Object Crealion Policies, Handlilg State Even8, Understanding State Life
Cycles, When To Usc States.Using Effecls and Transitions: Using Effects.
Creating Custom Effects, Using Transitions. Creating Custom Transitions.

UNIT-8 6Hours
Fler - 5: Working with Data; Using Data Models, Data Binding, Enabling
Dau Binding for Custom Classes, Data Binding Examples, Building data
binding proxies.Validating and Formatting Data: Validating user input,
Formatting Data.

Text Books:
l. Sleven Holzncr: Ajax: A Beginner's Guide, Tata Mccraw Hill,

2009.
(Listed topics from Chapters 3, 4, 6, 7, I l, | 2)

2. Chafic Kazon and Joey Lott: Programming Flex 3, O'Reilly, June

2009.
(Listed topics from Chapters I to 8, 12 to t5)

Referenc€ Books:
l. Jack Herrington and Emily Kim: Getting Started wilh Flex 3,

O'Reilly, l" Edition, 2008.
2. Michele E. Davis and John A. Phillips: Flex 3 - A Beginner's Guide,

Tata McGraw-Hill, 2008.
3. Colin Moock: Essential Actionscript 3.0, O'Reilly Publications'

2001 .

4. Nicholas C Zakas er al : Professional Ajax, 2d Edition. Wrox./Wiley
lndia.200tl.

VLSI DESIGN AND ALGORITHMS

Sub Code: I0CSE33
Hrs/Wee k 04
Total Hrs: 52

lA Mrrks t 25
Erlm Hours : 03
Exrm Marks : 100

PART - A
UNIT I 6 Hours
Digitrl Systems and VLSI: Why design Integrated Circuirs? Integnted
Circuits manufacturing, CMOS Technology, lntegrated Circuit Design

Techniques, IP-based Design.

UNIT 2 8 Hours
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UNIT 4 6 Hours
Logic Gates 2: Altcrnative gate Circuits. Low Power 8ates. Delay through

resistivc interconnect; Delay through inductivc interconnect, Design for
yield, Gates as IP.

Fabrication and Devices: Fabrication Processes. Transistors, Wires and

vias. SCMOS Design Rules, Layout design and tools.

uNrr 3 6 Hours
Logic Gatcs l: Combinatorial logic functions. Static Complementary
gates, S$itch Logic.

PART - B
UNIT 5 6 Hours
Combinational Logic Networks: Standard celt-based layout, Combinatorial

network delay, Logic and interconnect design, Power Optimization, S$/itch
logic networks, Combinational logic testing.

UNIT 6 6 Hours
Sequential Machines: Latches and Flip-flops, Sequential systems and

clocking disciplines, Clock generators, Sequential systems design, Power

optimization, Design validation, Sequential testing-

UNIT 7
Architecture Design:Register Transfer design, High
Architecture for Low Power, Architecture testing.

6 Hours
Level Synthesis,

UNIT 8 8 Hours
Design Problems and Algorithms : Placement and Partitioning: Circuit
Representation, WireJength Estimation, Types of Placement Problems,

Placement Algorithms, Constructive Placement, [terative lmprovement,
Partitioning, The Kemighan-Lin Partitioning Algorithm. Floor Plannirg:
Concepts, Shape functions and floor plan siziug.Routing: Types of Local
Routing Problems, Area Routing, Channel Routing, Introduction to Global
Routing, Algorithms for Global Routing

Text Books:
Wayne Wolf: Modem VLSI Design - IP-Based Design, 4h Edition,
PHI Leaming, 2009.
(Listed topiqs only from Chapters I to 5, and 8)

Sabih H. Gerez; Algorithms for \rLSI Design Automation, Wiley
India.2007.
(Listed topics only from Chapters 7. 8, and 9)
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}-ETWORK N,IANAGEME\T SYSTE\I S

Sub Codr: l0CSE34
HrsAYerk:04
Total Hrs:52

lA Marks
Eranr IIours
Eram llfarks

PART_A
UNIT I 7 Hours
I[troduction: Analogy of Telephone Network Managemenl, Data and
Telecommunication Net$'ork Distributed computing Environmens, TCP/IP-
Based Networks: The Intemet and Intranets, Communications Protocols and
Standards- Communication Architectures, Protocol Layc6 and Services;
Case Histories of Networking and Management The Importance of
topology , Filtering Does Not Reduc€ Load on Node, Some Common
Network Problems; Challenges of Information Technology Managers,
Network Management: Goals, Organization. and Functions- Goal of
Nctu.ork Management, Network Provisioning, Network Operations and the
NOC, Network Insrallation and Maintenance; Network and System
Management, Network Management System platform, Cuffent Slatus and
Funrre of Network Management.

UNIT 2 6 Hours
Basic Foundations: Standards, Models, and Language: Network
Management Standards, Network Management Model, Organization Model,
Information Model - Management Information Trees, Managed Object
Perspectives, Communication Model; ASN.I- Terminology. Symbols, and
Conventions, Objects and Data TWes, Object Names. An Example of ASN.I
fiom ISO 8824; Encoding Structure; Macros, Functional Model.

UNIT 3 6 Hours
SNMPVI Network Management - I : Managed Network: The History of
SNMP Management, Intemet Organizations and standards, Intemet
Documents, The SNMP Model, The Organizalion Model, System Overview.

UNIT 4 7 llours
SNMPvI Network Managem€nt - 2: The lnformation Model -
Introduction, The Structue of Management lnformation, Managed Objects,
Management Information Base.The SNMP Communication Model - The

SNMP Architecture, Administratiye Modet, SNMP Specihcations, SNMP
Operations, SNMP MIB Group, Functional Model

110
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PART - B

UNIT 5 6 Hours
SNMP ltlanagement - RMON: Remote Monitoring, RMON SMI and MIB'
RMONII- RMONI Textual Conventions, RMON I Groups and Functions,

Relationship Between Control and Data Tables, RMON I Common and

Ethemet Groups, RMON Token Ring Extension Groups, RMON2 - The

RMON2 Management lnformation Base, RMON2 Conformance
Specifications; ATM Remote Monitoring, A Case Study of Internet Ttamc
Using RMON.

UNIT 6 6 Hours
Broadbend Netn'ork Management ATM Networks: Broadband

Networks and Services, ATM Technology - Virtual Path-Virtual Circuit,
TM Packet Size, Integrated Service, SONET, ATM LAN Emulation, Virtual
LAN; ATM Network Management - The ATM Network Reference Model,
The Integrated Local Management Interface, The ATM Management

lnformation Base, The Role of SNMP and ILMI in ATM Management, Ml
Interface: Management of ATM Network Element, M2 Interface:

Management of Private Networks, M3 Interface: Customer Network
Management of Public Networks, M4 Interface: Public Network
Management, Mauagement of LAN Emulatiotr, ATM Digital Exchange

Interface Management.

UNIT 7 6 Hours
Broadbrnd Network Management: Broadband Access Networks and

Technologies Broadband AccessNetworks,roadband Access Technology:
HFCT Technology - The Broadband t-{N, The Cable Modem, The Cable

Modem Termination System, The HFC Plant, The RF Spectrum for Cable

Modem; Data Over Cable Reference Architecture; HFC Management
Cable Modem ard CMTS Management, Hf C Link Management, RF

Spectrum Management, DSL Technology; Asymmetric Digital Subscriber
Line Technology - Role of the ADSL Access Network in an Overall
Network, ADSL Architecture, ADSL Channeling Schemes, ADSL Encoding
Schemes; ADSL Management - ADSL Network Management Elements,

ADSL Configuration Management, ADSL Fault Management, ADSL
Performance Management, SNMP-Based ADSL Line MlB, MIB Integration
with Interfaces Groups in MIB-2, ADSL Configuration Profiles.

\r*r* qt--',,.,
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UNIT 8 SHours
Network Mrnrgement Applications: Confi guration Management- Network
Provisioning, Inventory Management, Network Topology, Fault
Management- Fault Detection, Fault Location and Isolation Techniques,
Performance Management Performance Metrics, Data Monitoring, Problem
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lsolation, Perfornrance Sktistics; Event Correlation Techniques - Rule-Based
Reasoning, Model-Based Reasoning, Case-Based Reasoning, Codebook
correlation Model. State Transition Graph Model, Finite State Machine
Model, Security Managemenl Policies and Procedures, Security Breaches
aud the Resources Neederi lo Prevent Thern, Firewalls, Crlptography,
Authentication and Auihorization, Client/Server Authentication Systems,

Messages Transfer Security, Protection of Networks from Virus Attacks.
Acaounting Managcmcnt, Rcpon Management, Policy-Based Management,
Service Level Managcmcnl.
Tert Books:

l. Mani Subramanian; Network Management- Principles and Practice,
2 Edition, Pearson Educatioq 2010.

Reference Books:
l. J- Richard Burke: Network management Corcepts and Praclices: a

Hands0n Approach, PHI, 2008.

INFORI\TATION AND NETWORK SECURITY

Subject Code: l0CS835
Hours/\l eek : 04
Total Hours : 52

l.A. Marks : 25
Exam Hours:03
Exsm Marks: 100

PART _ A
UNIT I 6 Hours
Planning for Securit!': lntroduction; Information Security Policy.
Standards, and Practices: The lnformation Security Blue Print: Contingency
plan and a model for contingency plan

UNIT 2 6 Hours
Security Technology-l: lntroduction; Physical design; Firewalls: Protecting
Remote Conneclions

IINIT 3 6 Hours
&curity Technolosr - 2: htsoduction; lntrusion Detection Systems (lDS):
Honey Pots, Honey Nets, and Padded cell systems; Scarning and Analysis
Tools

UNIT 4 E Hours
Cryptography: Introduction; A short History ofCryptography; Principles of
Cryptography; Cryptography Tools; Attacks on Cr)?tosystems.

PART . B
I l2
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UNIT 5 8 Hours
lntroduction to Network Security, Authenticltion Applicrtions: Attacks,
services, and Mechanisms; Security Aftacksi Security Services; A model for
lntemelwork Security; Intemet Standards and RFCs Kerberos, X.509
Directory Authentication Service.

UNTT 6
Electronic Mail Security: Pr€tty Good Privacy (PGP): S/NllME

6 Hours

UNIT 7 6llours
lP Security: IP Security Overview; IP Security Architecture; Authentication
Header: Encapsulating Security Payload; Combining Security Associalions;
Key Management.

UNIT t 6 Hours
web s€curity: Web security requirements; Secure Socket layer (SSL) and

Transport lay€r Security (TLS); Secure Electronic Transaction (SET)

Text Books:
l. Michael E. Whitman and Herben J. Mattord: Principles of

Information Security, 2nd Edition, Cengage Leaming, 2005.
(Chapters 5,6,7,8; Exclude the topics nol mentioned in the

syllabus)
2. William Stallings: Network Security Essentials: Applications and

Standards, 3d Edition, Pea6on Education. 2007-
(Chapters: l, 4, 5, 6,'7, 8)

Reference Book:
l. Behrouz A. Fomuzan: Cryptography and Network Security, Special

lndian Edition, Tata McGraw-Hill, 2007.

MICROCONTROLLER-BASED SYSTEMS

PART _ A
UNIT I 7 Hours
Introduction, E05f Assembly Lrtrguage Prognmming - l:
Microcontrollerc and embedded processon; Overview of the 8051 family
8051 Assembly I-anguage Programming (ALP) -l: Inside the 8051;
Introduction to 8051 ALP; Assembling and running an 8051 program; The

ll3

Subiect Code: l0CS836
HourVWeek : 04
Total Hours : 52

I.A. Msrks : 25
Exam Hours:03
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PC and ROM space in 8051; Data t)?es. directives. flag bis, PSW register,
register banks, and the stack.

Un*IT 2 6 Hours
ALP-2: Jump and loop instructions; Call instructions; Time delay for
various 8051 family members; l/O programming; VO bit manipulation
programming. Immediate and register addressing modes; Accessing memory
using various addressing modes.

UNIT 3 7 Hours
ALP - 3 - Programming in C: Bit addresses for I/O and RAM; Extra 128

bytes of on-chip RAM in 8052.Arithmetic instructions; Signed numbers and
arithmetic operations; Logic and compare instructions; rotate instruction and
serialization; BCD, ASCII, and other application Progirms. Programming in
C: Data t)?es and time delays; l/O programming; Logic operations; Data

conversion programs; Accessing code ROM spacc; Data serialization.

UNIT 4 6 Hours
Pin Description, Timer Programming: Pin description of 8051; Intel Hex
file; Programming the 8051 timers; Counter programming; Programming
Timen 0 and I in C.

PART - B
UNIT 5 6 Hours
Serial Port Programming, Interrupt Programming: Basics of serial

communications; 8051 connections to RS232; Serial pon programming in
assembly and in C 8051 interrupts; Programming timer inrcmrpts;
Programming €xtemal hardware inte[upts; Prograrnming the serial

cornmunications interrupt: lnterrupt priority in 8051 / 8052; lnterrupt
programming in C.

UNIT 6 7 Hours
Interfacing LCD, Keyboard, ADC, DAC and Sensors : LCE interfacing;
Keyboard interfacingt Parallel and serial ADC; DAC interfacing; Sensor

interfacing and signal conditioning

UNIT 7 7 Hours
lnterfacing to External Memory, lnterfacirg with 8255: Memory address

decoding; Interfacing 8031 / 8051 with external ROM; 8051 dala memory
space; Accessing extemal data memory in C. Interfacing with 8255;

Progsamming 8255 in C.

UNIT 6 6 Hours

|4
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Text Books:
l. Muhammad Ali Mazidi, Janice Gillispie Mazidi, Rolin D.

McKinlay: The 8051 Microcon&oller and Embedded Systems using

Assembly and C, 2d Edition, Pearson Education,200E.

DS12887 RTC interfacing and Progrrmmitrg, APplicltions: DSl2887
RTC interfacing: DSl2887 RTC Programming in C; Alarm- SQW. and IRQ

features of DSl21186 Relays and opto-isolators; Stepper motor interfacing:

DC motor intcrfacing and PWM

Reference Books:
l. Raj Kamal: Microcontrollers Architecture, Programming,

Interfacing and System Desigq Pearson Education, 2007.

2. Dr. Ramani Kalpathi, Ganesh Raja: Microcontrollers and

Applications, l" Revised Edition, Sanguine - Pearson,2010

ADHOC NETWORKS

:25
:03
: I00

PART _ A

IrNIT I 6 Hours
Introductiotr: Ad hoc Network: Introduction, Issues in Ad hoc wireless

networks, Ad hoc wireless intemet.
UNIT 2

7 Hours
MAC - t: MAC Protocols for Ad hoc wireless Networks; lntroduction,
Issues in designing a MAC protocol for Ad hoc wireless Networks, Design
goals of a MAC protocol for Ad hoc wireless Networks, Classification of
MAC protocols, Contention based pmtocols with reservation mechanisms.

IJNIT 3 6 Hours
MAC - 2: Contention-based MAC Protocols with scheduling mechanism,

MAC protocols that use directional antennas, Other MAC protocols.

UNIT /a

7 Hours
Routing - l: Routing protocols for Ad hoc wireless Networks: Introduction,
Issues in designing a routing pmtocol for Ad hoc wircless Networks,
Classification ofrouting protocols, Table drive routing protocol, On{emand
routing protocol.

ll5
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PART- B
UNIT 5

6 Hours
Routing 2: Hybrid routing protocol, Routing protocols \ith effective
flooding nrechanrsrrrs. llierarchical routing protocols. Poser as'are routing
protocols

UNIT 6 7 Hours
Transport Layer: Transpon layer protocols for Ad hoc wirelcss Network:
Introduction, Issucs in designing a ranspon layer protocol for Ad hoc
wireless Networks, Design goals of a transport layer protocol for Ad hoc
wireless Nctworks, Classification of transport layer solutions, TCP over Ad
hoc wireless Network, Other transport layer protocols for Ad hoc wireless
Networks-

LINIT 7 6 Hours
Security: Security: Security in wireless Ad hoc wireless Networks, Network
security requirements, Issues & challenges in security provisioning, Network
security attacks, Key management, Secure routing in Ad hoc wireless
Networks.

Tert Books:
C- Siva Ram Murthy & B. S. Manoj: Ad hoc Wireless Networks,2d
Editioq Pearson Education, 2005

Reference Books:
l. Ozan K. Tonguz and Gianguigi Ferrari: Ad hoc Wireless Networks,

John Wiley, 2007.
2. Xiuzhen Cheng, Xiao Hung, Ding-Zhu Du: Ad hoc Wireless

Networking, Kluwer Academic Publishers, 2004.
3. C.K. Tob: Adhoc Mobile Wireless Networks- Protocols and

Systems, Pearsofi Education, 2fi)2.

I 16
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UNIT t 7 Hours
QoS: Quality of service in Ad hoc wireless Networks: Introduction, lssues
and challenges in providing QoS in Ad hoc wireless Networks, Classification
ofQos solutions, MAC layer solutions, network layer solutions.



SOFTWARE TESTING

PART - A

UNIT 1 6 Hours
A Perspective on Testing, Examples: Basic definitions, Test cases, lnsights
from a Venn diagram, Identiling test cases, Error and fault taxonomies,

Levels of testing. Examples: Generalized pseudocode, The triangle problem,

The NexlDate function, The commission problenr, The SATM (Simple

Aulomatic Teller Machine) protrlem, The currency convener, Satum
windshield wiper.

UNIT 2 7 Hours
Boundrry Value Testlng, Equivalence Class Testing, Decision Table-
Based Testing: Boundary value analysis, Robustness testing, Worst-case

testing, Special value testing, Examples, Random testing, Equivalence
classes, Equivalence test cases for the triangle Problem, NextDate fi.rnction,

and the commission problem, Guidelines and observations. Decision tables,

Test cases for the triangle problem, NextDate function, and the commission
problem, Guidelines and observations.

IINIT 3 7 Hours
Path Testing, Detr Flo$ Testing: DD paths, Test coverage metrics, Basis
path testing, guidelines and observations. Definition-Use testing, Slice-based
testing, Guidelines and observations.

UNIT 4 6 HouTs
Levels of Testbg, Integration Testing: Traditional view of testitrg levels,

Altemative life+ycle models, The SATM system, Sepamting integration and

system testing. A closer look at the SATM systern, Decomposition-based,
call graph-based, Path-based inregrations.

PART _ B

UNIT 5 7 Hours
System Testing, Interection Testing: Threads, Basic concepts for
reguirements specification, Finding threads, Structural strategies and

functional str-dtegies for thread testing, SATM test threads, System testing
guidelines, ASF (Atomic System Functions) testing exarnple. Context of

n7
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interactiotr, A taxonomy of interactions. lnteraction, composition. and

determinism, Client/Servcr Testing,.

UNIT 6 7 Hours
Process Framework; Validation and verificatiorL Degrees of fteedom,
Varieties of software- Basic principles: Sensitivity, redundancy, restriction,
parlition, visibility, Feedback. The quality process, Planning and moniloring,

Qmlity goals, Dependability propenics. Analysis, Testing, Improving the
process, Organizational factors.

UNIT 7 6 Hours
Frult-Based Testing, Test Execution: Overview, Assumptions in fault-
based testing, Mutation analysis, Fauh-based adequacy criteria, Variations on
mutation analysis. Test Execution: Overview, from test case specifications to
test cases, Scaffolding, Generic versus specific scaffolding Test oracles,
Self-checks as oracles, Capture and replay.

UNIT 8 6 Hours
Plenning and Monitoring thc Process, Documentlng Antlysis and Test:

Quality and process, Tcst and analysis strategies and plans, Risk planning,
Monitoring the process, Improving the process, The quality tea4 Organizing
documents, Test strategy document. Analysis and test plaD, Tesl design

specifications documents, Test and analysis repons.

TEXT BOOKS:
l. Paul C. Jorgensen: Software Testing. A Craftsman's Approach. 3d

Edition, Auerbach Publications, 2008.
(Listed topics only from Chapteni 1.2,5,6,'1,9, 10, 12, 1314, l5)

2. Mauro Pezze, Michal Young: Software Testing.and Analysis -
Process, Principles and Techniques, Wiley lndia, 2009.
(Lisled topics only from Chapters 2, 3,4,16,17,20,24\

R.EFERENCE BOOKS:
l. Aditya P Mathur: Foundations of Software Testing, Pearson

Education, 2008.
2. Srinivasan DesikaD. Gopalaswamy Ramesh: Software Testing

Principles and Practices, 2d Edition, Pearson Education" 2007.

3. Brian Marrick: The Craft of Software Testing, Pearson Education,

t 995.
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ARM BASED SYSTEM DESIG\

Subject Codc: l0CS843
Hours/\l'cek:4
Total Hours: 52

LA. llarks:25
Exam i\larks: 100

Dxam Hours; 3

IJNIT I 6 Hours
Introduction: The RISC design philosophy; The ARN design philosophy;
Embedded system hardware and software.ARM processor fundamentals:
Registers; Currenl Program Stanrs Register; Pipeline; Exceptions, interrupts
and the Vector Table; Core extensions; Architecture revisions; ARM
processor families.

INIT2 7Hours
ARM Instruction Set and Thumb Instruction Set: ARM instruction set:

Data processing instructions; Branch instructions; [,oad-store instructions;
Software interrupt instruction: Program Status Register functions; lrading
constants; ARMvSE extensions; Conditional execution.Thumb instruction
set: Thumb register usage; ARM -Thumb interworking; Other branch
instructions; Data processing instructions; Single-Register Load-Store
instructions; Multiple-Register Load-Store instructions; Stack instructions;
Soft ware intemrpt insfuction.

UNIT 3 6 Hours
writing and Optimizing ARM Assembly Code: Writing assembly code;
Profiling and cycle counting; Instruction scheduling; Register allocation;
Conditional execution; Looping coostructs; Bit manipulation; Efficient
switches: Handling unaligned data.

UNIT 4 7 Hours
Optimizsd Primitlves: Double-precision integer multiplication; Integer
normalization arld count leading zeros; Division; Square roots;
Transcendental functions; Endian reversal and bit operations; Saturated atrd
rounded arithmetic; Random number generation-

PART - B
IINIT 5 7 [Iours
Exception and Interrupt Handling: Exception handling; lntcrrupts and
inremrpt handling schemes

I l9
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UNIT 6 7 Hours
Caches : The memory hierarchy and the cache rncmory; Cache architecture;
Cache policy; Coprocessor 15 and cache: Flusing and cleaning cache

rnemory: Cache lockdown: Caches and software performance.

LINIT 7 6 Hours
Ntemory - l: Memory Protection Units: Protectcd regions: tnitializing the

MPU. cachc and write buffer; Demonstration of an MPU system. Memory
Managemcnt Units: Moving from MPU to an MMU; How virtual memory
rvorks: Details of the ARM MMU.

UNIT 8 6 Hours
M€mory - 2: Page tables; The translation lookaside buffer; Domains and

memory access pefinission; The caches and write buffer; Coprocessor l5 and

MMU configuration; The fast context switch extension.

Text Books:
I . Andrew N. Sloss, Dominic Symcs. Chris wright: ARM System

Developer's Guide - Designing and Optimizing Syslem Software,

Elsevier,2004.

Reference Books:
l. David Seal @ditor): ARM Architecture Reference Manual, 2d

Edition, Addison-Wesley, 2001 .

2. Steve Furber: ARM System-on-Chip Architecture, 2"d Edition,
Addison-Wesley, 2000.

SERVICES ORIENTED ARCHITECTURE

Subject Code: l0CS844
HourVWeek: 4

Total Hours: 52

l.A, Marks: 25
Exam Marks: 100
Exam Hours: 3

PART _ A

UNIT I 7 Hours
l[troduction o SOA, Evolution of SOA: Fundamental SOA; Common
Characteristics of contemporary SOA; Common tangible benefits of
SOA;An SOA timeline (from XML to Web services to SOA); The

continuing evolution of SOA (Standards organizations and Contributing
vendors); The roots ofSOA (comparing SOA to Past architectures).
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ljNrr 2 6 Hours
Web Services end Primitive SOA : The Web services framework: Serviccs
(as Web services): Service descriptions (with WSDL); Messaging (with
soAP).

UNIT 4 7 HouTs
Web Services rnd Contemporary SOA- 2: Addressing; Reliablc
messaging; Conelation; Polices; Metadata exchange; Security; Notification
and eventing

PART _ B
UNTT 5 T llours
Principles of Service - Orientation: Services-orientation and the enterprise:

Anatomy of a service-oriented architecture; Common Principles of Service-
orientation; How service orientation principles inter-relate; Service-
orientation and objecGorientation; Native Web service support for service-
orientation principles.

IrMT 6 6 Hours
Service Lay€rs: Service-orientation and contemporary SOA; Service layer
abstraction; Application service layer, Business serrice layer, Orchestration
sewice layer; Agnostic sewices; Service layer configuration scenarios

UNIT 7 7 Hours
Business Process Design: WS-BPEL language basics; WS-Coordination
overview; Service-oriented business process design; WS-addressing

language basics; WS-Reliable Messaging language basics

Tert Books:
l. Thornas Erl: Serviceoriented Architecture - Concepts, Technology,

and Design, Peanon Fiucation, 2005.

Reference Books:
l. Eric Newcomer, Greg Lomow: Undentanding SOA with Web

Sewices, Pearson Education, 2005.

l2t
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UNIT 3 6 Hours
Web Seryices and Contemporary SOA - l: Message exchange pattems.

Ssrvice activity; Coordination; Atomic Tmnsactions; Business activilies:
Orchestratioq Choreography

UNIT t 6 Hours
SOA Plrtforms: SOA platform basics; SOA support in J2EE; SOA support in
.NET; lntegration comiderations
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Clouds. Grids. and Clusters

Subject Code: l0CSE45
Hours/\\'cck:,1
Total Hours: 52

I.A. Marks: 25
EIam }tarks: 100
Exam llours:3

PART - A

UNIT-I 6Hours
Itrtroduction: Overview of Cloud Computing, Applications, Intmnets and
the Cloud, When can cloud Computing be used? Benefits and limitalions,
Security concems, Regulatoq issues

UNIT-2 6Hours
Business Case for Cloud, Examples of Cloud Seryices: Cloud computing
services, Help to the business, Deleting the data center. Examples: Google,
Microsofl, IBM, Salesforce.com and its uses, Cloud at Thomson Reuters.

UNIT-3 7 Hours
Technologr, Cloud Storage, Standards: Cloud Computing Technology:
Clients, Security, Network, Services.
Overview of Cloud storage, Some providers of Cloud storage. Standards:

Applications, Clients, Infastructure, Service.

UNIT - 4 7 Hours
Other issues: Overview of SaaS (Software as a Sewice), Driving forces,
Company offerings: Google, Microsoft, IBM. Software plus Service;
Overview, Mobile device integration Local Clouds, Thin Clients, Migrathg
to the Cloud: Virtualization. Sen'er solutions, Thin clients, Cloud services for
individuals, mid-markets, and enterprises, Migration.

PART - B

UNIT - 5 7 Hours
GRID Computing - l: lnlroduction: Data Center, The Grid and the

Distributed/ High Performance Computing, Cluster Computing and Grid
Computing, Metacomputing - the Precursor of Grid Computing, Scientific,
Business and e-Govemance Grids, Web sewices and Grid Computing,
Business Computing and thc Grid - a Potertial Win win Situation, e-
Govemance and the Grid. Technologies and Architectures for Grid
Computing: Clustering and Grid Computing, Issues in Data Grids, Key
Functional Requirements in Grid Computing, Standards for Grid Computing ,

Recent Technological Trends in l,arge Data Crids.OGSA and WSRF: OGSA
for Resource Distribution, Stateful Web Services in OGSA, WSRF (Web
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PRINCIPAL
SIET. . TUMAKURU

\n-"^",- q---t'"



Services Resource Framework), Resource Approach to Stateful Services,

WSRF Specilication.
Thc Grid and the Database: Issues in Dalabase lntegration with the Grid, The
Requirements of a Crid enabled daabase. Storage Request Broker (SRB),

Ho\\ to integrale the Database wilh the Grid? The Architectue of OGSA-
DAI for Offering Crid Database Sen ices

UNIT-6 6Hours
CRID Computing - 2: World Wide Crid Computing Activites.
Organizations and Projects: Standards Organizations, Organizations
Developing Grid Computing Tool Kits, Framework and Middleware, Grid
Projects and Organizations Building and Using Grid Based Solutions.Web
Senices and the Service Oriented Architecture (SOA): History and

Background, Service Oriented Architecture, How a Web Sewice Works,
SOAP and WSDL, Descriplion, Creating Web Services, Server Side. Globus
Toolkit: History ofGlobus Toolkit, Versions of Globus Toolkit, Applications
ofGT4 - cases, GT4 - Approaches and Benefits, Infiastructure Management,

Monitoring and Discovery, Security, Data. Choreography and Coordination,
Main Features of GT4 Functionality - a Summary, GT4 Archirecture, GT4
Command Line Programs, GT4 Containers.

UNIT-7 7 Hours
Cluster Computing - 1: Introduction: What is Cluster Computing.
Approaches to Parallel Computing, How to Achieve Low Cost Parallel
Computing through Clusters, Dcfinition and Architecture of a Cluster, What
is the Functionality a Cluster can offer? Categories of Clusters Cluster
Middleware: Levels and Layers of Single Syslem tmage (SS!, Cluster
Middleware Design Objectives, Resource Management and Scheduling,
Cluster Programming Environment and Tools. Early Cluster Archilectures
and High Throughput Computing Clusters: Early Cluster Architectures, High
Thoughput Computing Clusters, Condor. Setting up and Administering a

Cluster: How to sel up a Simple Cluster? Design considerations for the Front
End of a Cluster, Setting up nodes, Clusters of Clusten or MetaclusteE,
System Monitoring, Directory Services inside the Clusters & DCE, Global
Clocks Sync, Administering heterogeneous Clusters-

UNIT-t 6 Hours
Cluster Computitrg - 2: Cluster Technotogy for High Availability: Highly
Available Clusters, High Availability Parallel Computing, Mission Critical
(or Business Critical or Business Continuity) Applications, Types of Failures
and Errors, Cluster Architectures and Configurations for High Availability,
Faults and Error Detection, Failure Recovery, Failover / Recoyery Clusters.
Performance Model and Simulation: Performance Measures and Metrics,
Profit Effectiveness of Parallel Computing through Clusters. Process

Scheduling, Load Sharing and [-oad Balancing: Job Management System
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(JMS) Resource Management System (RMS). Queues, Hosts, Resources,
Jobs and Policies, Policies for Resource Utilization, Scheduling Policies
Load Sharing and Load Balancing, Strategics for Load Balancing, Modeling
Parameters Case Studies ofCluster Systems: Bco*,lllf, PARAM.

Tcrt Books:
l. Anftony T. Vehe, Tobr J. \.cltc. Roben Elsenpeter: Cloud

Compuring, A Practical Approach. NlcCrarv Fill, 2010.
2. Prabhu: Crid and Clustcr Computing. Pl{t, 2008.

Rcference Books:
l. Joshy Joseph, Craig Fellenstcin: Grid Computing, Pearson

Education,2007.
2. Intemet Resources

]\{ULTI-CORE ARCHITECTURE AND PROGRAMI}TINC

PART - A

UNIT I 7 Hours
lntroduction
The power and potential of parallelisnu Examining sequential and parallel
programs, Parallelism using multiple instruction streams, The Goals:

Scalability and performance ponability. Balancing machine specifics with
portability, A look at six parallel computers: Chip multiprocessors,

Symmet c multiprocessor architectures, Heterogeneous chip designs,

Clusters, Supercomputers, Observations fiom the six parallel computers.

UNTT 2 5 HouTs

Reasoning about Performance
Motivation and basic concepts, Sources of performance loss, Parallel
structure, Perfonnance trade-offs, Measuring performance, Scalable
performance.

UNIT 3 6 Hours
Eramples of MultiCore Architectures
Introduction to Intel Architecture, How an lnrel AEhitecture System works,
Basic Components of the Intel Core 2 Duo Processor: The CPU, Memory
Controller, UO Controller; Intel Core i7: Architecture, The Intel Core i7
Processor, Intel QuickPath Interconnect, The SCH; Intel Atom Architecture.

t24
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Hours/Week : 04
Totd Hours : 52

I.A. Merks : 25
Erem Ho[rs:03
Exam Marks: l(X)
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lnhoduction to Texas lnstruments' Multi-Core Multilayer SoC architecture
for communications, infrastructure equipment

UNIT 4 7 Hours
Parallel Algorithm Design
Inlroduction, The Task / Channel model. fostcr's dcsign rnethodology'
Exanrples: Boundary value problem, Finding the marimunr. The n-Body
problcm, Adding data input.

PART - B

uNlr 5 7 Hours
Parallel Progrrmming - I (Using OpenMP)
Designing for threads: Task decomposition, Data decomposition, Data flow
decomposition, Implications of different decompositions; Challenges in
decomposition, Paraltel prognmming Patters, A rnotivating problern: Error
diffirsion-
Threading and Parallel Programrning Conskucts: Synchronization, Critical
sections, Deadlocks, Synchronization primitives: Semaphores, Locks,

Condition variables; Messages, Flow Control-Based concepts: Fence,

Barrier; Implementation-Dependent tbreading issues.

uNtT 6 6 Hours
Parall€l Progremming - 2 (Using OpenMP)
Introduction, The sharcd-memory model, Parallel/or loops. Declaring private

variables, Critical sections, Reductions, Performance improvements, Mor€
general data parallelism, Functional parallelism.

UNIT 7 7 Hours
Solutions to Common Parallel Programming Problems
Too many threads, Data races, deadlock, and live lock, Heavily contended

locks, Non-blocking algorithms, Thread-safe functions and libraries, Memory
issues, Cache-related issues, Avoiding pipeline stalls, Data organization for
high performance.

UNIT E 6 Hours
Threading in the Processor
Single{ore Processors: Processor architecture fundamentals' Comparing

Superscalar and EPIC architecn[es.
Muhi-Corc Processors: Hardvrare-based threading, Hyper-threading

technology, Multi-Core prccessors, Multiple processor intemctions, Power

consumption, Beyond multi-corc architecture.

NOTE: In order to acquire a sound understanding of the subject, it is

desirable for the students to work in the laboratory using OpenMP. The
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hands-on experience would reinforce the conccpts leamt in theory. Problems
similar to the ones solved in the Algorithms l-aboratory can be solved and
issues like speed-up achieved can be analyzed in depth. Several fiee tools are

available fiom companies like INTEL to facilitate such r study.

fcrl Books:
l. ('alr in Lin, La$rence Snyder: Principles ol- Parallel Programming,

Pearson Educatiqn, 2009.
(Listed topics only from Chapters l, 2, 3)

2. Michael J. Quinn: Parallel Programming in C rvith MPI and

OpenMP, Tata McGraw Hill, 2004.
(Listed topics only from Chapters 3, l7)

3. Shanreem Akhter, Jason Roberts: Multi-Core Programming,
lncrcasing Performance through Software Multithreading, Intel
Press,2006.
(Listed topics only liom Chapters 3, 4, 7, 9, l0)

4. Wcb resources for Example Architecturcs of INTEL and Texas
lnstruments:
http://download.inrc i
http://focus.ti.corn4it/wp/spry I 33/spry I 33.pdf

Refcrence Books:
l. lntroduction to Parallel Computing - Ananth Grama et. al., Peanon

Fiucation, 2009.
2. Reinders : Intel Threading Building Blocks. O'reilly - 2005
3. David Culler et. al.: Parallel Computer Architecture: A

Hardware/Soft ware Approac[ Elsevier, 2006.
4. tuchard Cerber, Aart J.C. Bilq Kevin B. Smith. Xinmin Tian:

Software Optimization Cookbook, High-Perforrnance Recipes for
lA-32 Platforms, 2d Edition, lntel Press, 2006.
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DATA S-IRUCTURES A]\iD APPLICATIO\
(Eftectirc from the academic lcar 2018 -2019)

SEMESTER- III
l8cs32 40
3:2:0 SEE N{arks 60

Subject Code
Number of Contact HoursA['eek

3 HrsTotal Number of Contact Hours 50 Exam Hours
CREDITS _4

Course Learning Objectives: This course ( l8CS32) will enable students to
o Explain fundamentals of data strucnres and their applications essential for programming/problem

solving
o Illustrate linear representation ofdata stuctures: Stack, Queues, Lists, Trees and Graphs
. Demonstrate sorting and searching algorithms
o Find suitable data structure during application development/Problem Solving

Contact
Hours

Module I

l0Introduction: Data Structures, Classifications (Primitive & Non Primitive), Data structure
Operations, Review of Anays, Slructures, Self-Referential Stnrctures, and Unions. Pointers
and Dynamic Memory Allocation Functions. Representation of Linear Arrays in Memory,
Dynamically allocated arrays.
Array Operations: Traversing, inserting deleting, searching, and sorting. Multidimensional
Arrays, Polynomials and Sparse Matrices.
Strings: Basic Terminology, Storing, Operations and Patlem Matching algorithms.
Programming Examples.

RBT: Ll, L2, L3
Module 2

Stacks: Definition, Stack Operations, Array Representation of Stacks, Stacks using Dynamic
Arrays, Stack Applications: Polish notation, Infix to postfix conversion, evalualion ofpostfix
expression.
Recursion - Factorial, GCD, Fibonacci Sequence, Tower of Hanoi, Ackerman's function.

Queues: Definition, Array Representation, Queue Operations, Circular Queues, Circular
queues using Dynamic arrays, Dequeues, Priority Queues, A Mazing Problem. Multiple
Stacks and Queues. Programming Examples.

Textbook l: Chapter 3: 3.1 -3.7
Textbook 2: Chapter 6: 6.1 -6.3, 6.5, 6.7-6.10, 6.12, 6.13

RBT: Ll, L2, L3

l0

Module 3
Linked Lisls: Definition, Representation of linked lists in Memory, Memory allocation;
Garbage Collection. Linked list operations: Traversing, Searching, Insertion, and Deletion.
Doubly Linked lists, Circular linl<ed lists, and header linled lists. Linked Stacks and Queues.

l0

$-:--r:
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CIE Marks

Textbook l: Chapter l: 1.2, Chaptet 21 2.2 - 2.7
Tert Textbook 2: Chapter l: l.l - 1.4,
Chapter 3: 3.1 - 3.3, 3.5, 3.7,
Ch apter 4: 4.1 - 4.9,4.14
Reference 3: Chapter l: 1.4

M*,"-



Applications of Linkr:d lists Polynomials, Sparse malrirr rcpresentation. Programming
Examples

Textbook l: Ch apter 4: 4.1 - 4.6,4.8
Textbook 2: Ch apter 5: 5,1 - 5.10

RBT: LI L3
Module 4

l0Trees: Terminology, Binary Trees, Properties of Binary trees, Array and

Representation of Binary Trees, Binary Tree Traversals - Inorder, postorder, preorder;

Additional Binary tree opcrations. Threaded binary trees, Binary Search Trees - Definition,
Insertion, Deletion, Traversal, Searching, Application of Trees-Evaluation of Expression,
Programming Examples

L3

linked

RBT: LI

Textbook l: Chapter 5: 5.1 -5.5,5.7
Textbook 2: Chapter 7:7.1 -7.9

Ilodule 5
Graphs: Definitions, Terminologies, Matrix and Adjacency List Representation

Elementary Gmph operations, Traversal methods: Breadth First Search and

Search-
Sorting and Searching: lnsertion Sort, Radix sort, Address Calculation Sort.

Ilashing: Hash Table organizations, Hashing Functions, Static and Dynamic Hashing.

Files end Their Orgenization: Data Hierarchy, Fite Amibutes, Text Files and Binary Files,

Basic File Operations, File Organizations and Indexing

Tertbook 1: Chapter 6: 6.1 -6.2, ChsPter 7:7.2, Chapter 8 : 8.1-8.3

Textbook 2: Chapter 8 : 8.1 - 8.7, Chapter 9 z 9.1-93,9.7 
' 

9.9
Reference 2: Chapter l6 : l6.l - 16.7

Of Graphs,
Depth Fimt

RBT: LI L3
Course Outcomes: The studcnt will be able to :

Use different typcs of data structures, operations and algorithms

Apply searching and sorting operations on files

Use stack, Queue, Lists, Trees and Graphs in problem solving
for blem solvinI lement all data structures in a -lcvel

The question paper will have ten questions.

Each full Question consisting of20 marks

There will be 2 full questions (with a maximum offour sub questions) from each module.

Each full question will have sub questions covering all the topics under a module.

The students will have to answer 5 fi. 1 SE ion from each module.one full

Ellis Horowitz and Sartaj Sahni, Fundamentals of Data

2

Structures in C.

Data Structures Schaum's Outlines Revised l" McGraw Hill, 2014

Ed, Universities Press,

20t4.

Reference Books:
Gilberg & Forouzan, Data Structues: A P Ed, Cengage

2014
I seudo-code approach with C,

\u.- $r**rr'"
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Ouestion Paper Pattern:

Textbooks:



(: Irti2

4
5

Reema Thareja. Data Structures using . Oxford press. 2012

Jean-Paul Tremblay & Paul G. Sor!'rlson. Ar Inlroduclion to Data Struclulcs rr it)l .'\ ||licrt L tonr.

2"d Ed, McGraw Hill,20l3
using C, PHI. 1989

am Desi ln c,2dE4PHI, 1996
A M Tenenbaum, Data Structures
Robert Kruse, Data Structures and
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ANALO(;,\\ D DIGITAL ELECTRONICS
(f,ffectivc fronr thr academic year 2018 -2019)

SEMESTER _ III
CIE l\larks 40Subiect Code l8cs33
SEE l\Iarks 60Number of Contact HoursAVeek 3:0:0

3 HrsTotal Number of Contact Hours 40 Exam Hours
CREDITS _3

Course Learning Objectives: This coursc ( I 8C533) will enable students to:
o Explain the use ofphoto€leclronics devices, 555 timer IC, Regulator ICs and uA74l opamap IC
o Make use of simpli$ing techniques in the design ofcombinational circuits.
. Illustrate combinational and sequential digital circuits
. Demonstrate the use of flipflops and apply for registers
. Design and test counters, Analog+o-Digital and Digital-to-Analog conversion techqniues.

Contact
Hours

Module I

08Optoelectronic Devices: Photodiodes, Phototransistors, Light Emitting Diodes, Liquid
Crystal Displays, and Optocouplers.
Wave Shaping Circuits: Integrated Circuit Multivibrators
Linear Power Supplies: Linear IC Voltage, Regulated Power SuPpy Parameters

Operational Amplilier Apptication Circuits: Inverting Amplifier, Non-inverting amplifier,
Voltage Follower, Summing Amplifier, Difference Amplifier, Averagor, lntegrator,
Differentiator, Peak Detector, Absolute Value Circuit, Comparolor, Instrumentation
Amplifier, Relaxation Oscillator, Current-to-Voltage and Voltage-to-Current Converter

Tertbook l: ChspterT - 7.4,7.5,7.10,7.11,7.14; Chapterl3 - 13.10;

Chrpterl4 - 14.6, 14.7 ;
ChapterlT - 17.1, 17.2, 173, 17.4, r7.5,, 17.6 17.7, 17.8' 17.12, 17.13,17.r4. t7.r7, 17.19,
17.20,17.21

RBT: Ll, L2
llodule 2

08Combinational Logic Circuits: Sum-of-Products Method, Truth Table to Kamaugh Map,
Pairs Quads, and Octets, Kamaugh Simplifications, Don't-care Conditions, Product-of-sums
Method, Product-of-sums simplifications, Simplification by Quine-McClusky Method

lntroduction to HDL, HDL Implementation Models.

Text book 2: Chapter2 - 2.5; Chapter3 - 3.2 to 3.9, 3.11.

RBI-: Ll, L2
Module 3

08Data-Processing Circuits: Multiplexers, Demultiplexers, l-oFl6 Decoder, BCD to Dec

Decoders, Seven Segment Decoders, Encoders, Exclusive-OR Gates, Parity Generators and

Checker, Magnitude Comparalor, Programmable Array Logic, Programmable l-ogic Arrays,
HDL lmpleme ation of Data Processing Circuits.

Text book 2: Chapter4 - 4.1to 4.9,4.11,4.12,4.14.

inral
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RBT: Ll. L2. l-3
Module 4
Flip- Flops: RS Flip-Flops. Gated Flip-Flops, Edge-triggered RS

triggered D FLIP-FLOPs, Edge-triggered JK FLIP-FLOPs' FLIP-FLOP
slave FLIP-FLOP. HDL ImPlementation of FLIP-FLOP.

Registers: Types of Registers, Serial In - Serial Out, Serial ln - Parallel out. Parallel In -
Serial Out, Parallel In - Parallel Out, Universal Shift Registcr, Applications of Shift

Registers.

Text book 2: Chapter8 - 8.1 to 8.7, 8.12; Chapterg: 9.1 to 9.6

L3

FLIP-FLOP, Edge-
Timing, JK Master-

RBT: LI L
Module 5

08Counters: Asynchronous Counters, Decoding Gates, Synchronous Counters,

Counter Modulus, Decade Counters, Counter Design using HDL.
D/A Conversion and A/D Conversion: Variable, Resistor Networks, Binary Ladders, D/A
Converters, D/A Accuracy and Resolution, A./D Converter-Simultaneous Conversioq A/D
Converter-Counter Method, Continuous A./D Conversion

Text book 2:- Chapterl0 - l0.l to 10.5, 10.9; Ch 12:. l2.l to l2-7

Changing the

RBT: LI L
Course Outcomes: The student will be able to :

Design and analyze application analog circuis using photodevices, timer IC, power supply and

regulator IC and opamp-

Simplify digital circuits using Kamaugh Map , POS and Quine-McClusky Methods

Explain Gates and flipflops and make us in designing different data processing circuits, registers

and counters and compare the qpes.

Develop simple HDL programs
les ofA,/D and D/A conversion circuits and devel the samelain the basic

uestion P r Pattern:

The students will have to answer 5 full ons, selec one full estion from each module

Textbooks:
1. Anil K Maini, Varsha Agarwal, Electronic Devices and Circuits, Wiley,20l2.
2. Donald P Leach, AlberrPaul Malvino & Goutam Saha, Digital Principles and Applications, 8'n

Edition, Tata Mccraw Hill, 2015.

Reference Books:
M. Morris Mani, Digital Design, 4
David A. Bell, Electronic Devices

Edition, Pearson Prentice Hal[, 2008
and Circuits, 5s Edition, Oxford Universi

I
2 2008P

OE
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The question paper will have ten questions.

Each full Question consisting of20 marks

There will be 2 full questions (with a maximum of four sub questions) from each module.

Each full question will have sub questions covering all the topics under a module.



CON,TPTiTER ORGA\IZATIO}*
(Effcctive from the academic l ear 2018 -2019)

SEMESTER _ III
l8cs34 CIE \IarksSubject Code
3:0:0 SE,E Marks

40
60Number of Contact Hours/Week
3 HrsTotal Number of Co ntact Hours 40 Exam Hours

Course Learning Objectives: This course ( l8CS34) will cnablc students to
o Explain the basic sub s)st€ms ofa computer, their organization, structure and operation.
. Illustrate the concept ofprograms as sequences ofmachine instructions.
. Demonstrate different ways ofcommunicating with I/O devices and standard VO interfaccs.
o Describe memory hierarchy and concept of virtual memory.
o Describe arithmetic and logical operations with integer and floating-point operands.
. Illustrate organization ofa simple processor, pipelined processor and other computing systems

Contact
Hours

Module I

08Basic Structure of Computers: Basic Operational Concepts, Bus Structures, Performance -
Processor Clock. Basic Performance Equation, Clock Rate, Performance Measurement.
Machine lnstructions and Programs: Memory Location and Addresses, Memory Operations,
Instructions and Instruction Sequencing, Addressing Modes, Assembly Language, Basic
Input and Output Operations, Stack and Queues, Subroutines, Additional Instructions,
Encoding of Machine lnstructions

RBT: Lt, L2, L3
Module 2

08Input/Output Organization: Accessing VO Devices, Lrtemrpts - Intemrpt Hardware, Enabling
and Disabling Interrupts, Handling Multiple Devices, Controlling Device Requests,

Exceptions, Direct Memory Access, Buses, Interface Circuits, Standard I/O Interfaces - PCI
Bus, SCSI Bus, USB.

RBT: Ll, L2, L3
Module 3

08Memory System: Basic Concepts, Semiconductor RAM Memories, Read Only Memories,
Speed, Size, and Cost, Cache Memories - Mapping Functions, Replacement Algorithms,
Performance Considerations, Virtual Memories, Secondary Storage.

Text book l: Chapter5 - 5.1 to 5.7, 5.9

RBT: Ll, L2, L3
Module 4

08Arithmetic: Numbers, Arithmetic Operations and Characters, Addition and Subtraction of
Signed Numbers, Design of Fast Adders, Multiplication of Positive Numbers, Signed

Operand Multiplication, Fast Multiplication, lnteger Division, Floating-point Numbers and

Operations.

PRINCiPAL
SIET., TUMAKURU

CREDITS _3

Text book l: Chapterl - 1.3, f.4, 1.6 (f .6.1-1.6.4,1.6.7), Chlpter? -2.2 to 2.10

Text book l: Chaptcr4 - 4.1 ,4.2 (4.2.1 to 4.2.5),4.4, 4.5, 4.6, 4.7



Tcrt book t: Chapter6 - 6.1 to 6.7

RBT: LI L2 L3
Module 5

08Basic Processing Unit: Some Fundamental Concepts, Execution

Multiple Bus Organization, Hard-*'ired Control, Micro progammed Control. Pipelining,

Embedded Systems and Large Computer Systems: Basic Concepts of pipelining. Examples

ofEmbedded S)stems, Processor chips for embedded applications, Simple Microcontroller.

Text book l: ChapterT, Chapter8 - 8.1, Chapter9 - 9.1, 9'2, 9.3

RBT: LI L3

of a Complete Instruction,

Course Outcomes: The student will be ablc to
. Explain the basic organization ofa computer system.
. Demonstrate functioning of different sub systems, such as processor, lnput/output,and memory.

. Illustrate hardwircd control and micro programmed control, pipelining, embedded and other

computing systems.
r Design and analyse simple arithmetic and logical units.

Question Paper Pattern:

l. Carl Hamacher, Zvonko Vranesic, Safirat Zakn Computer Organization, 5

McGraw Hill, 2002. (Listed t from 4 5 6,7 ,8, 9 andl2
th Edition, Tata

Ics onl
Reference Books:

l. William Stallings: Computer Organ ization & Architecture, 9s Edition. Pearson. 2015

PRINCIPAL
SIET., TUMAKURU

o The question paper will have ten questions'
o Each full Question consisting of20 marks
r There will be 2 full questions (with a maximum of four sub questions) from each module.

o Each full question will have sub questions covering all the topics under a module.
. The students will have to answer 5 firll questions, selecting one full question fiom each module.

Textbooks:



SOFT\\'I\RE ENGINEERING
(Efic'ctivc fronr the academic )ear 2018 -2019)

SEMESTER_ III
Subiect Code l8cs35 CIE Marks 40

SEE Marks 60\umber of Contact HoursAYeek 3:0:0
Total Number of Contact Hours 40 Exam Hours 3 Hrs

CREDITS _3

Course Learning Objectives: This course ( I 8CS35) will enable students to
. Outline software engineering principles and activities involved in building large software

progmms_
. Identi! ethical and professional issues and explain why they are ofconcem to software

engineers.
. Describe the process ofrequirements gathering, requirements classification, requirements

specification and requirements validation.
. Differentiate syslem models, use UML diagrams and apply design patlerns.
. Discuss the distinctions between validation testing and defect lesting.
. Recognize the importance ofsoftware maintenance and describe the intricacies involved in

software evolution.
. Apply estimation techniques, schedule project activities and compute pricing.
. ldenti& software quality parameters and quantiry software using measurements and metrics.
. List software quality standards and outline the practices involved.
o Recognize the need for agile software development, describe agile methods, apply agile practices

and plan for agility.
Contact
Hours

Module I

08

Module 2
RBT: Ll, L2, L3

08System Models: Context models (Sec 5.1). Interaction models (Sec 5.2). Structural models

(Sec 5.3). Behavioral models (Sec 5.4). Model-driven engineering (Sec 5.5).

Design and Implementation: lntroduction to RUP (Sec 2.4), Design Principles (Chap ff.
Object-oriented design using the UML (Sec 7.f). Design pattems (Sec 7.2). Implementation
issues (Sec 7.3). Open source development (Sec 7,4).

RBT: Ll, L2, L3
Module 3

08Software Testing: Development testing (Sec 8.1), Test-driven development (Sec 8.2),

Release testing (Sec 8.3), User testing (Sec 8.4). Test Automation (Page no 42,70,212,
231,444,695).
Softwar€ Evolution: Evolution processes (Sec 9.1). Program evolution dynamics (Sec 9.2)

Introduction: Software Crisis, Need for Software Engineering. Professional Software
Development Software Engineering Ethics. Case Studies.

Software Processes: Models: Waterfall Model (Sec 2.1.1), lncremental Model (Sec 2.1.2)
and Spiral Model (Sec 2,1.3). Process activities.
Requirements Engineering: Requirements Engineering Processes (Chap 4). Requirements
Elicitation and Analysis (Sec 4.5). Functional and non-functional requirements (Sec 4.1). The
software Requirements Document (Sec 4.2). Requirements Specification (Sec 4.3).
Requirements validation (Sec 4,6). Requirements Management (Sec 4.7).

\'r*,- qr*-f',
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Softu'are' mainlL'narlcc (Sec 9.3). Legac! systenl managclnent (Sec 9.4)

RBT: LI L L3
Module 4

08

scheduling (Sec 23.3): Estimation techniques

quality (Sec 24.1). Reviews and inspections (
(Sec 24.4). Software standards (Sec 24.2)

ect23cdevelI Proj(Se 2)23.Sec opmentn n )PIan clnS (pfl
Software23 us). a alitl

CSmelnandarcftw measurementSo?4.3Sec )

RBT: LI L L3
Module 5

08

Programming (Sec 3.3). Plan-driven and agilc deve

management (Sec 3.4), Scaling agile methods (Sec 3-5).

L3RBT: Ll,

SCRUMmcthods:
Agi

a uesManle festo2.3 Theth ChloDeve tSoftrve are (Sec )angepmen CopingAgil
erv ) Exand tremenm€rP"Thele SCR 0)UMnPri c ESand (Refp

ect3 eec(s 2) proJlopment

Course Outcomes: The student will be able to :

Design a software system, component, or process to meet

constralnts.
. Assess professional and ethical responsibility
. Function on multidisciplinary teams

o Use the techniques, skills, and modem engineering tools necessary for engineering practice

. Anallze, design, implement, veriff, validate, implement, apply, and maintain software systems or

of software
uestion Pa

The question pa?er will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum offour sub questions) from each module'

Each full question will have sub questions covering all the topics under a module'

The students will have to answer 5 full uestions, sel one full on from each module.

Texthooks:
Ian Sommerville: Software Engineering, 9th Edition, Pearson

onty from Chaptem 1,2,3,4,5,7,8,9,23, and24)
2

Education, 2012. (Listed topics

The SCRUM Ver 2.0, 20e.com,/sc

Reference Books:
Roger S. Pressman: Software Engineering-A Practitioners approac

wil lndiah to Software Eted AJalote: An
HiII

2.P

h, 7th Edition, Tata Mccraw

Web Reference for eBooks on

\n-"-- q.--T*
PRINCIPAL
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Plan-drivenSoflwareProject
management:(Sec

desired needs within realistic

Pattern:

1. htlp:,zgilijmanifesto.org
2. httn:l/g.rvg,jamesshore.cordAgile-Boolc



DISCRETE M,\THf}TATIC.\I, STRUCTURES
(Effective li'om tire academir .l car 2018 -2019)

SEMESTER_ III
Subject Code jrscs:o I CIE Marks ,10

Number of Contact HoursA eek 3:0:0 60
40 Exam Hours 3 Hrs

CREDITS..]
Coursc Lcarning Objectives: This course (l8CS36) will enable students to:

o Provide theoretical foundations ofcomputer science to perceive other courses in the programme.
. Illustrate applications ofdiscrete structures: logic, relations, functions, set theory and counting.
. Describe differentmathematicalprooftechniques,
. llluslrale lhe use ofgraph theory in computer science

Module I Contact
Hours

Fundamentals of Logic: Basic Connectives and Truth Tables, Logic Equivalence - The
Laws of Logic, Logical Implication - Rules of Inference. Fundamentals of lngic contd.: The
Use ofQuantifiers, Quantifiers, Definitions and the Proofs ofTheorems.

Text book l: Chapter2

RBT: Ll, L2, L3

08

Properties of the Integers: The Well Ordering Principle - Mathematical lnduction,
Recursive Definitions, The division algorithm, The Greatest cornmon divisor.
Fundamental Principles of Counting: The Rules of Sum and Product, Permutations,
Combinations - The Binomial Theorem, Combinations with Repetition.

Text book l: Chapter4 - 4.1,4.2,4.3,4.4, Chapterl

RBT: Ll, L2, L3

08

Module 3

Text book l: Chapters, ChapterT -7.1 to7.4

RBT: Ll, L2, L3
Module 4

08The Principle of Inclusion and Exclusion: The Principle of Inclusion and Exclusion,
Generalizations of the Principle, D€rangements - Nothing is in its Right Place, Rook
Polynomials.
Recurrence Relations: First Order Linear Recurrence Relation, The Second Order Linear
Homogeneous Recurrence Relation with Constant Coeffi cients.

Text book 1: Chapter8 - 8.1 to 8.4, Chapterl0 - 10.1, 10.2

PRINCIPAL
stei., rutvterunu

)

SEE Marks
Total Number of Contact Hours

Module 2

Relations and Functions: Cartesian Products and Relations, Funclions - Plain and One-to-
One. Onto Frnclions. The Pigeon-hole Principle, Function Composition and Inverse
Functions-
Relations: Properties ofRelations, Computer Recognition Zero-One Matrices and Directed
Graphs, Partial Orders Hasse Diagrams; Equivalence Relations and Partitions.

08



RBT: Ll. L2. L3
Module 5
Introduction to Graph Theorl: Definitions and Examples, Sub graphs. Cor.nplements, and 08

Graph Isomorphism, Vertex Degree. Euler Trails and Circuits.

Trees: Definiiions, Properties, and Examples, Routed Trees, Trees and Sorting. Weighted

Trees and Prefix Codes

Text book 1: chapterll - I1.l to I1.3 Chapterlz -12.1 to 12.4

RBT: LI L3

\-"*,* q.,*- ')
)

PRINCIPAL
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Course Outcomes: The student u'ill be able to :

Use propositional and predicate logic in knowledge representation and truth

Demonstrate the application ofdiscrete structues in different fields of computer science'

Solve problems using recurrence relations and generating functions.

Application ofdifferent mathematical proofs techniques in proving theorems in the courses.

verification.

C hs, trees and their
Pattern:

The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum of four sub questions) from each module'

Each full question will have sub questions covering all the topics under a module.

The students will have to answer 5 full from each module.one full

Textbooks:
Ralph P. Grimaldi: Discrete and Combinatorial Mathematics, 5th Edition, Pearson EducationI

Reference Books:

2
3

4

5

Basavaraj S Anami and Venakanna S Madalli: Discrete Mathematics - A
approach" Universities Press, 2016
Ke-nneth H. Rosen: Discrete Mathematics and its Applications, 6th Edition, McGraw Hill, 2007'

Jayant Ganguly: A Treatise on Discrete Mathematical Structures, Sanguine-Pearson, 2010'

D.S. Malik and M.K. Sen: Discrete Mathematical Structures: Theory and Applications' Thomson,

20M.

Concept based

ations, Elsevier 2005,Discrete Mathematics with 2008.Thomas

2004.
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A\-ALOC AND DIC!TAL ELECTRO\l('S LABORATORY
(Effectivc from the academic Iear 2tll8 -2019)

SEMESTER _ III

9

Subject Code 18CPLJ 7 40
Number of Contact HoursAVeek 0:2:2 SEE l\{arks 60
Total Number of Lab Contact Hours 36 Exam Hours 3 Hrs

Credits - 2

Course Learning Objectives: This course ( l8CSL37) will enable students lo
This laboratory coursc cnable students to get practical experience in design, assembly and
evaluati on /testi n g of

. Analog components and circuits including Operational Amplifier. Timer, etc.
o Combinational logic circuils.
. FIip - Flops and their operalions
. Counters and registers using flip-flops.
o Synchronous and As;mchronous sequential circuits.
o A/D and D/A converters

Descriptions (if any):
o Simulation packages preferred: Multisim, Modelsim, PSpice or any other relevanL
. For PaIt A (Analog Electronic Ckcuits) students must trace the wave form on Tracing sheet /

Graph sheet and label trace.
o Continuous evaluation by the faculty must be carried by including performance ofa student in

both hardware implementation and simulation (ifany) for the given circuit.
o A batch not exceeding 4 must be formed for conducting the experiment. For simulation individual

student must execute the program.

Laboratory Proqrams:
PART A (Analog Electronic Circuits)

I Design an astable multivibrator ciruit for three cases of duty cycle (50%o, <5ooh and >50o/o\

using NE 555 timer IC. Simulate the same for any one duty cycle.
Using appropriate linear IC regulators, design fixed +5V and - l2V regulator circuits. For the
rectification design a full wave bridge rectifier ciruit. And simulate the same.

Using ua 741 Opamp, design a I kHz Relaxation Oscillator with 50olo duty cycle. And
simulate the same.

4

5 Demonstrate the use of LED and photodiode for an alarm system.

PART B (Digital Electronic Circuits)

6 Design and implement Half adder, Full Adder, Half Subtractoq Full Subtractor using basic
gates. And implement the same in HDL.
Given a 4-variable logic expression, simpliry it using appropriate technique and realize the
simplified logic expression using 8:l multiplexer IC- And implement the same in HDL.

8 Realize a J-K Master / Slave FlipFlop using NAND gales and verify its truth table. And
implement the same in HDL.
Design and implement a mod-n (n<8) slmchronous up counter using J-K Flip-Flop ICs and
demonstrate its working.
Design and implement an asynchronous counter using decade cowtter IC to count up from 0
to n (n<=9) and demonstrate on 7-segment display (using IC-7,147)

l0

PRINCIPAL
SIET., TUMAKURU

CIE Marks

2.

3.

Using ua 741 opamap, design a window comparate for any given UTP and LTP. And
simulate the same.

\o*."- $s*--.'



:

Laboratorr Outcomes: The student shouid be ablc to

Use appropriate design equations. rrcthods to design the given circuit'

Examine and verifu the design ofboth analog and digital circuits using simulators'

Make us ofelectronic components, ICs, instruments and toots for design and testing of circuits

for the given the appropriate inputs.

Compile a laboratory joumal which includes; aim, tooVinstruments/so{lware/components used,

design equations used and designs, schematics, program listing, procedure followed, relevant

, results as and tabl and conc

Conduct of Practical Examination:
All laboratory experiments, excluding the first, are to be included

Experiment disnibution
o For questions having only one parr students are allowed to pick one experiment from the

lot and are given equal oppomrnity.
o For questions having part A and B: Students are allowed to pick one experiment fiom

part A and one experiment from part B and are given equal opportunity'

change of experiment is allowed only once and marks allotted for procedure part to be made

zero.
Marks Distribution (Subjected to change in accoradance with university regiations)

a) For questions having only one part - Procedure + Erecution * Mva-Voce: I 5+70+ I 5 :
100 Ma*s

b) For questions having Part A and B
i- pu.t A - Proc"dure + Execution + yiur:4 + 2l +5:30Marks
ii. Part B - Procedure 4 Execution * y;ra: lQ + 49r 1l :70 Marks

for practical examination

the

\n*.- l-,*fir '
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DATA S RI]CTT]RES LABORATORY
(El1'ectivc Inrrn thc academic year 2018 -20I9)

SEMESTER _ III
Subiect Code I8CPL38 CIE Marks 40
Number of Contact HoursA eek 0:2:2 SEE Marks 60
Total Number ofLab Contact Hours 36 Exam Hours 3 Hrs

Credits - 2

Course Learning Objectives: This cor.rrse ( l8CSL38) will enable students to:
This laboratory course enable students to get practical experience in design, develop, implement, analyze
and cvaluation/testing of

. Asymptotic performance of algorithms.

. Linear data struchrres and their applications such as stacks, queues and lists

. Non-Linear data structures and their applications such as trees and graphs

. Sorting and searching algorithms
Descriptions (if any):

lmplement all the programs in 'C / C++' Programming Language and Linux / Windows as OS.
Proqrams List:

l Design, Develop and lmplement a menu driven Program in C for the following array
operations.

a. Creating an array ofN Integer Elements
b. Display of array Elements with Suitable Headings
c. Inserting an Element (ELEM) at a given valid Position (POS)
d. Deleting an Element at a given valid Position (POS)

e. Exit.
Support the program with functions for each ofthe above operations.

2 Design, Develop and lmplement a Program in C for the following operations on Strings.
a. Read a main String (STR), a Pattern String (PAT) and a Replace String (REP)
b. Perform Pattern Matching Operation: Find and Replace all occwrences of PAT in

STR with REP if PAT exists in STR. Report suitable messages in case PAT does not
exist in STR

Support the program with functions for each of the above operations. Don't use Built-in
functions.
Design, Develop and Implement a menu driven Progmm in C for the following operations on
STACK of Integers (Array Implementation of Stack with maximum size MAX)

a- Push an Element on to Stack
b. Pop an Element ftom Stack
c. Demonstrate how Stack can bc used to check Palindrome
d. Demonstrate Overflow and Underflow situations on Stack
e. Display lhe status ofStack
f. Exit

Support the program with appropriate functions for each ofthe abovc opcralions

l

4 Design, Develop and knplement a Program in C for converting an Infix Expression to Postfix
Expression. Program should support for both parenthesized and free parenthesized

expressions with the operaton: *, -, *, /, % (Remainder), ^ (Power) and alphanumeric
operands.

PRINCIPAL
SIET., TUMAKURU
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Design. Develop and Implement a Program in
a. Er aluation of Suffix expression with s

C lor-the following Stack Applications
inglc digit operands and operators: -. -. *

b. Solving Tower of Hanoi problem with n disks

a. Insert an Element on to Circular QUEUE
b. Delete an Element fiom Circular QUEUE
c. Demonstrate Overflow and Underflow situations on Circular QUEUE
d. Display the status of Circular QUEUE
e. Exit

Support the pmgram with appropriate functions for each ofthe above operations

fordriDesi
ircul (Ana

onseratr o11fon C theProvenmenua llowing opandDevel gramImplementopgn
MAXZtummaxlm slrhfementatt Uonfo QueueCharactersUEUEC v mpo

6

b. Display the status ofSLL and count the number ofnodes in it
c. Perform lnsertion / Deletion at End of SLL
d. Perform Insertion / Deletion at Front of Sll(Demonstration of stack)

e. Exit

lowin
PhNoName,usr{Liingly

onfotheCln fordrimenu vcnlemen aDeve ProgmmandDe Implopsrgn,
SemBrancfields h.Data thethStudentofnked stLiS )(SLL

et tiontsNf DataStudentsate LLS oCrea usrngby lronta

7

driven Program in C for the following operations on

Data with the fields: SSN, Namq Dept' Designation,

Sal, PhNo
a. Create a DLL ofN Employees Databy wing end insertion'

b. Display the status ofDLL and count the number ofnodes in it
c. Perform Insehion and Deletion at End ofDLL
d. Perform Insertion and Deletion at Front ofDLL
e. Demonstrate how this DLL can be used as Double Ended Queue'
f. Exit

Design, Develop and Implement a menu

Doubly Linked List (DLL) ofEmployee
8

Circular Linked List (SCLL) with header nodes

a. Represent and Evaluate a Polynomial P(x,y,z) = 6x2fz4yz5+3x3yz+2xt'2-2xyzl
b. Find the sum of two polynomials FOLYI(x,y,z) and POLY2(x,y,z) and store rhe

result in POLYSUM(x,Y,z)
Support the program with appropriate functions for each ofthe above operations

for the following operationson SinglyDesign, Develop and Implement a Program inC9

10, Design, Develop and Implement a menu driven Program

Create a BST ofN lntegers: 6,9, 5, 2, 8, 15, 24,14,7,8' 5,2
Traverse the BST in lnorder, Preorder and Post Order

Search the BST for a given element (KEY) and report the appropriate message

a.

b.
c.
d. Exit

in C for the following operations on

Binary Search Tree (BST) of Integers

Design, Devetop and Implement a Program in C for
of Cities

a. Create a Graph ofN cities using Adjacency Matrix.
b. print all the nodes reachable from a given starting node in a digraph using DFS/BFS

the following operations on Graph(G)

method

ll.

PRINCIPAL
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l (jircn a Filc olN cmplolee records rrith a..t K r.l-Kevs (4-digit) rvhich uniqur'l) d!'t!'rminc
rlrc rL'c():ds in file F. Assurne lhat jllc F 15 nr.,':::r:r!d irr rncmory by a Hash lablc (ll.l ) of n)

mcmory locations with L as the set of mernory addresses 12-digit) of locations in HT. Let the
keys in K and addresses in L are lntegers. Design and develop a Program in C that uses Hash

function H: K -+L as H(K)=K mod m (remainder method), and implement hashing
technique to map a given key K to the addrcss space L. Resolve the collision (ifany) using
linear

Laboratory Outcomes: The student should be able lo:
. Analfze and Compare various linear and non-linear data structures
. Code, debug and demonstrate the working nature of different tlD€s ofdata structures and their

applications
. Implement, analyze and evaluate the searching and sorting algorithms
. Choose the appropriate data structure for solving real world problems

Conduct of Practical Examination:
o All laboratory experiments, excluding the first, are to be included for practical examination.
o Experimentdistribution

o For questions having only one part: Students are allowed lo pick one experiment from the
Iot and are given equal oppomtnity.

o For questions having part A and B: Students are allowed to pick one experiment &om
part A and one experiment fiom part B and are given equal opportunity.

. Change ofexperiment is allowed only once and marks allotted for procedure part ro be made
zeto.

. Marks Distribution (Subjected to change in accoradance with university regulations)
c) For questions having only one part - Procedure + Execution + Viva-Voce: l5+7Gr15:

100 Marks
d) For questions having part A and B

i. Part A - Procedure + Execution + Viva : 4 + 2l + 5 = 30 Marks
ii. Pan B - Procedure + Execution + Viva : l0 + 49r I I = 70 Marks

\n*,-
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DESI(;\,\\D,\\,\LYSIS OF ALCORITH]\IS
(f,tllctirc front thc academic lear 2018 -2019)

SEMESTER.IV
40CIE N'larksl8cs42Subject Code
60SEE l\Iarks3:2:0Number of Contact HoursAVeek
3 Hrs50 Exam HoursTotal Number of Contact Hours

CREDITS -4
Course Learning Objectives: This course ( l8CS42) will enable students to

Explain various compulational problem solving techniques.

Apply appropriate method to solve a given problem.

Describe various methods of algorithm ArylJsE.
Contact
Hours

N{odule I

l0Introduction: What is an Algorithm? (T2:l,l)' Algorithm Specification (T2:1.2)' Ana

Framework (Tl:2.1), Performance Analysis: Space complexity, Time complexity (T2:1.3).

Asymptotic Notations: Big-Oh notation (O), Omega notalion (Q), Theta notation (@, and

Little-oh notation (o), Mathematical analysis of Non-Recursive and recursive Algorithms
with Examples (Tl'.2.2, 23, 2.4), Important Problem Types: Sorting, Searching, String
processing, Graph Problems, Combinatorial Problems. Fundamental Data Structures:
Stacks, Queues, Graphs, Trees, Sets and Dictionaries. (fl:1.3'1.4).

lysis

RBT: Ll, L2, L3
Module 2

l0Divide and Conquer: General metho4 Binary searcb, Recurrence equation

conquer, Finding the maximum and minimum (T2:3.1' 3.3' 3.4), Merge sort, Quick sort

(Tlz4.l, 4.2), Strassen's matrix multiplication (12:3.8), Advantages and Disadvantages of
divide and conquer. Decrease and Conquer Approach: Topological Sort. (Tl:5'3).

for divide and

RBT: Ll, L2, L3
Ntodule 3

t0
sequencing with deadlines (T2:4.1, 4.3,4.5). Mitrimum cost spanning trees: Prim's
Algorithm, Kruskal's Algorithm (Tl:9.1,9.2). Single source shortest paths: Dijkstra's
Algorithm (tl:9.3). Optimal Tree problem: HufTinan Trees and Codes (Tl:9.4).
Transform and Conquer Approach: Heaps and Heap Sort (Tl:6.4).

RBT: LI, L2, L3

Greedy Method: General method Coin Change Problem, Knapsack Problem, Job

Module 4
10Dynamic Programming: General method with Examples, Multistage Graphs (T2:5-l' 5.2).

Transitive Closure: Wanhall's Algorithm, All Pairs Sbortest Paths: Floyd's Algorithm,
Optimal Binary Search Trees, Knapsack problem ((Tl:8.2, 8.3, 8.4), Bellman-Ford

Algorithm (T2:5.4), Travelling Sales Person problem (T2:5.9), Reliability design (T2:5.8).

RBT: Ll, L2, L3
Module 5

l0Backtracking: General method ('l2z7.l), N-Queens problem (T1:12.1), Sum o

problem (fl:12.1), Graph coloring (lZ:7.4), Hamiltonian cycles (T2:7'5). Branch and
Bound: Assignment Problem, Travelling Sales Person problem (Tl:12.2), 0/l Knapsack
problem (T2:8.2, Tl:12.2) : LC Branch and Bound solution (T2:8.2), FIFO Branch and

f subsets

\-*.* G**7')
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Bound solution (T2:8.2). r-P-Complcte alrd NP-IIard problems: Bil:,rc cr)ncspls. non-
detenninistic algorithrns. P. NP. N P-Conplcte. and NP-Hard c!asses (I2: I l.l ).

RBI : Ll L L-1

PRINCIPAL
SIEI,, TUMAKURU

Course Outcomes: The student will be able to :

o Describe computational solution to well known problems like searching, sorting etc.
. Estimate the computational complcxity of different algorithms.
. Devise an algorithm using appropriate design strategies for problem solving.

Question Paper Pattern:
. The question paper will have ten questions.
o Each full Question consisting of20 marks
o There will be 2 full questions (with a maximum of four sub questions) from each module-
. Each full question will have sub questions cov€ring all the topics under a module.
. The students will have to answer 5 full questions, selecting one full question from each module

Textbooks:
l. lntroduction to lhe Design and Analysis of Algorithms, Anany Levitin:,2rd Edition,2009.

Pearson.
2. Computer Algorithms/C++, Ellis Horowitz, Satraj Sahni and Rajasekaran, 2nd Editiorf 2014,

Universities Press

Reference Books:
l. Introduction to Algorithms, Thomas H. Cormen, Charles E. Leiserson, Ronal L. Rivest, Clifford

Stein, 3rd Edition, PHI.
2. Design and Analysis ofAlgorithms , S. Sridbar, Oxford (Higher Education).

\n*-" 0-r*r{''



OPERATT\G SYSTE}IS
(Elfective from the academic year 2018 -2019)

SEMESTER _ IV
l8cs43Subiect Code CIE Marks

SEE Marks
-10

60Number of Contact HoursA eek
3IJrsExam Hours40Total Number of Contact Hours

CREDITS -3
Course Learning Objectives: This course ( l8CS43) will enable students to:

Introduce concepts and terminology used in OS

Explain threading and multithreaded systems

Illustrale process synchronization and concept of Deadlock
tem and storage techniquesmanagement, File sysIntroduce Memory and Virtual memory

Contact
Hours

Module I

08Introduction to operating systems, S)'stem structur€s: What operating systems do;

Computer System organization; Computer System architecture; Operating S)rstem structure;

Operating System operations; Process management; Memory management; Storage

management; Protection and Security; Distributed system; Special-pwpose systems;

Computing environments. Operating System Services; User - Operating System interface;

System calls; Types of system calls; System programs; Operating slstem design and

implementation; Operating System structure; Virtual machines; Operating System

generation; System boot. Process Management Process concept; Process schedulingl

Operations on processes; lnter process communrcatron

Module 2
08Multi-threaded Programming: Overview; Multithreading models; Thread Libraries;

Tkeading issues. Process Scheduling: Basic concepts; Scheduling Criteria; Scheduling

Algorithms; Multiple-processor scheduling; Thread scheduling. Process Synchronization:
Synchronization: The critical section problem; Peterson's solution; Synchronization
hardware; Semaphores; Classical problems of synchronization; Monitors

Module 3
0ltDeadlocks : Deadlocks; System model; Deadlock characterization; Methods for handling

deadlocks; Deadlock prevention; Deadlock avoidance; Deadlock detection and recovery from
deadlock. Memory Management: Memory management strategies: Background; Swapping;

Contiguous memory allocation; Paging; Structue of page table; Segmentalion

Module 4
0ttVirtual Memory Management: Background; Demand paging; Copy-on-write; Page

replacement; Allocation of frames; Thrashing. File System, Implementation of File
System: File system: File concept; Access methodsi Directory stnrcture; File syslem

mounting; File sharing; Protection: lmplementing File system: File system structure; File
system implementatioq Directory implementation; Allocation methods; Free space

management.
Module 5

08Secondary Storage Structures, Protection: Mass storage structures; Disk structure;

attachment; Disk scheduling; Disk management; Swap space managemenl. Protection: Coals

ofprotection, Principles ofprotection, Domain ofprotection, Access matrix, Implementation
of access malrix, Access control, Revocation of access rights, Capability- Based systems.

Case Study: The Linux Operating System: Linux history; Design principles; Kemel

modules; Process management; Scheduling; Memory Management; File systems, lnput and

Disk

output; Inter-process corrmunicatton

\.--r- q-*f\
PRINCIPAL

SIET., TUMAKURU
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('oursc Outconres: The sludcnt u'ill be ir"l-: t,.
D!'monstrate need for OS an<i dillirc!li i)pei ol'OS
Apply suitable techniques for management of dil]'erent resources

Use processor, memory, storrge and file system commands

Realize the different of OS in latform of case studies

PRINCIPAL
SIET.. TUMAKURU

Ou€stion Paper Pattern:
o The question paper will have ten questions.
. Each full Question consisting of20 marks
. There will be 2 full questions (with a maximum of four sub questions) from each module.
. Each full question will have sub questions covering all the topics under a module.
. The students will have to answer 5 full questions, selecting one full question from each module

'fextbooks:

l. Abraham Silberschatz, Peter Baer Galvin, Greg Gagne, Operating System Principles 7" edition,
Wiley-India, 2006

Reference Books:
I . Ann McHoes Ida M Fylnn, Understanding Operating System, Cengage Leaming, 6th Edition
2. D.M Dhamdhere, Operating Systems: A Concept Based Approach 3rd Ed, McGraw- Hill, 2013.
3. P.C.P. Bhatt, An lntroduction to Operating Systems: Concepts and Practice 4th Edition,

PH(EEE),2014.
4. William Stallings Operating Systems: Intemals and Design Principles,6th Edition, Pearson.



\t ICROC(h..TROLLER AND EMBEDDED S\'STE\{S
(ElTcctiue from the academic 1'ear 2018 -2019)

SEMESTER _ IV
40CIE Marksl8cs44Subiect Code
603:0:0Number of Contact Hours/Week
3 HrsExam Hours40Total Number of Contact Hours

CREDITS -4
Course Learning Objectives: This course ( l8CSzl4) will enablc students to:

Differentiate betw€en microprocessors and microcontrollers.

Explain the architecnrre of ARM processor with its instruction set.

Identiry the applicability ofthe embedded system
used for the embedded systemComprehend the real time operating system

Contact
Hours

Module I

08Microprocessors versus Microcontrollers, ARM Embedded Systems:
philosophy, The ARM Design Philosophy, Embedded System Hardware,

Software, ARM Processor Fundamentals: Registers, Current Program Status Register,

Pipeline, Exceptions, Interrupts, and the Vector Table , Core Extensions

Text book l:Chapterl - l.l to 1.4, Chapter2 ' 2.1 to 2.3

The RISC design
Embedded System

RBT: Ll, L2
Module 2

08

philosophy, The ARM Design Philosophy, Embedded System Hardware, Embedded System

Software, ARM Processor Fundamentals: Registers, Current Program Status Regisrer,

Pipeline, Exceptions, Intemrpts, and the Vector Table , Core Extensions

Microprocessors versus Microcontrollers, ARM Embedded Systems

C

The RISC design

Text book I :Chapterl - l.l to I - 2.1 to 2.5

Module 3
0rJEmbedded System Components: Embedded Vs General computing system'

of Embedded systems, Major applications and purpose ofES. Core ofan Embedded System

including all types of processor/controller, Memory, Sensors, Actuators, LED, 7 segment

LED display, stepper motor, Keltoar4 Push button switch, Communication Interface

(onboard and external types), Embedded firmware, Other system components-

Text book 2: All the Topics from ChaP terl and Chapte12

Classification

Module 4
08Embedded System Design Concepts: Characleristics and

Systems, Operational and non-operational quality attributes,
and Domain specific, Hardware Software Co-Design and

Quality Attributes of Embedded
Embedded Systems-Application
Program Modeling, embedded

firmware design and development

(Sections 9.1, 9.2, 9.3.1, 9.3.2 only)

08RTOS and IDE for Embedded System Design: Operating System basics,

operating systems, Task, process
program), Thread preemption,

and threads (Only POSX Threads with an example
Types of

tYe Task scheduli ues, Task

\n*.,* [s---tr&'
PRINCIPAL
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SEE Marks

Text book 2: Chapter-3, Chapter-4, Chapter-7 (Sections 7.1, 7,2 only), Chapter-9

Module 5



Communicalion- Task syrchronization issues - Racing anC Dcarilrrck. ( oncr.pt of Binary and
counting senruphorcs (\{uta\ c\arrpl!' i\ithout any pr()gi:!,r:i. lir)\\ 1(r cho()se an RTOS.
lntegration and testing of Embedded hardware and linnuare. Embedded system
Development Environment - Block diagram (excluding Keil). Disassembler/decompiler,
simulator, emulator and debugging techniques

Text book 2: Chapter-I0 (Sections 10.1, 10.2, 10.3. t0.S.2 , I0.7, 10.8.1.1, 10.8.1.2,
10.8.2.2, 10.10 only), Chapter 12, Chapter-l3 ( block diagram before 13.1, 13.3, 13.4,
t3 13.6 on
Course Outcomes: The student *'ill be able to :

. Describe the architectuml features and instructions ofARM microcontroller
o Apply the knowledge gained for Programming ARM for different applications.
. Interface extemal devices and VO with ARM microcontroller.
. Interpret the basic hardware components and their selection method based on the characteristics

and attributes of an embedded system.
. Develop the hardware /software co{esign and firmware design approaches.
. Demonstrate lhe need of real time operating system for embedded system applications

Question Paper Pattern:
o The question paper will have ten questions.
. Each full Question consisting of20 mark
o There will be 2 full quesrions (with a maximum of four sub questions) from each module-
o Each full question will have sub questions covering all the topics under a module.
. The students will have to answer 5 firll questions, selecting one full question from each module-

Textbooks:
l. Andrew N Sloss, Dominic Symes and Chris Wright, ARM system developers guide, Elsevier,

Morgan Kauftnan publishers, 2008.
2. Shibu K V, "lntroduction to Embedded Systems", Tata McGraw Hill Educatio& I'rivate Limited,

2d Edition.
Reference Books:

I . The lnsider's Guide to the ARMT Based Microcontrollers, Hitex Ltd.,l st editioq 2005
2. Stcve Furber, ARM System-on-Chip Architecture, Second Edition, Pearson, 2015
3. Raj Kamal, Embedded System, Tata Mccraw-Hill Publishers, 2nd Edition, 2008
4. Ragunandan, An Introduction to ARM System Design, Cengage Publication

PRINCIPAL
SIEI.. TUMAKURU



OBJECT ORI E\TED CONCEPTS
(Effective liom the academic year 2018 -2019)

SEMESTER _ IV
:10l8cs45Subiect Code CIE l\{arks

SEE Marks3:0:0Number of Contact HoursA!'eek
3 HrsExam Hours40Total Number of Contact Hours

CREDITS _3

. Leam fundamental features ofobject orianted language and JAVA
o Set up Java JDK environment to create, debug and nrn simple Java programs

. Create multi-threaded programs and event handling mechanisms.
lets and swin

I cnaI studenlsble toITh courses I 58CS4o ectivcs ( )

. Introduce event driven G ical User Interface C ustn
Contact
Hours

Module I

08Introduction to Object Oriented Concepts:
A Review of structures, Procedure-Oriented Programming system, Object Oriented

Programming System, Comparison of Object Oriented t-anguage with C, Console VO,

variables and reference variables, Function Prototyping, Function Overloading. Class and

Objects: lntroductioq member firnctions and data, objects and functions, objects and arrays,

Namespaces, Nested classes, Constructors, Destructors.

Text book 1: Ch 1:1.1 to 1.9 Ch 2: 2.1to 2.6 Ch4:4.1to4.2
Module 2

08Introduction to Java: Java's magic: the Bye code; Java

Buzzwords, Object-oriented programming; Simple Java programs. Data tlryes, variables and

arrays, Operators, Control Statements.

Development Kit (JDK); the Java

Text book 2: Ch:l Ch: 2 Ch:3 Ch:4 Ch:5
Module 3

08Classes, Inheritance, Exceptions, Packages and Interfrces:
fundamentals; Declaring objects; Constructors, this keyword, grbage collection.

Inherilance: inheritance basics, using super, creating multi level hierarchy. method

overriding. Exception hendling: Exception handling in Java. Packages, Access Protection,

Importing Packages, Interfaces.

Text book 2: Ch:6 Ch:8 Ch:9 Ch:10

Classes: Classes

llodule 4
08Multi Threaded Programming, Event Handling: Multi

threads? How to make the classes threadable ; Extending threads; Implementing runnable;

Synchronization; Changing state of the thread; Bounded buffer problems, read-write

problem, producer consumer problems. EYent Handling: Two event handling mechanisms;

The delegation event model; Event classes; Sources of events; Event listener interfaces;

Using the delegation event model; Adapter classes; Inner classes-

Threaded Programming: What are

Nlodule 5
08The Applet Class: Introduction, Two types of Applets; Applet

An Applet skeleton; Simple Applet display methods; Requesting repainting; Using the Status

Window; The HTML APPLET tag; Passing parameters to Applets; getDocumentbase0 and

getcodebase0; Apletcontext and showDocument0; The AudioClip Interface; The

basics; Applet Architecture;

AppletStub hterface;Outp ut to the Console. Swings: Swings The origins of Swing; Two key

\r..-,,- ["-"-e
PRINCIPAL
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60

Course Learning

Text book 2: Ch 11: Ch: 22



S\in:: ll'atures: C'orrponenls 311.j 1r,;1'.r::.r".. The Surng Packages. .\ :rrrtl: Srriug
.\pplication; C reatc a Suing Ap;rict..'i-,irti .rrr,.i Irnagelcon: .lTextl'icld:-f hc S\rrns llLlt1()ns:

JTabbedpane; JScrollPane; JList: JConrboBox: -lTable.
Text book 2: Ch 2l: Ch:29 Ch:30

PRINCIPAL
SIET., TUMAKURU

Course Outcomes: The student will be able to :

. Explain the object-oriented concepts and JAVA.
o Develop computer programs to solve real world problems in Java.
. Develop simple GUI interfaces for a computer program to interact with users, and to understand

the event-based GUI handling principles using Applets and swings.

Question Paper Pattern:
o The question paper will have ten questions.
o Each full Question consisting of20 marks
o There will be 2 full questions (with a maximum of four sub questions) from each module.
o Each full question will have sub questions covering all the topics under a module.
. The students will have to answer 5 full questions, selecting one full question from each module-

Textbooks:
l. Sourav Sahay, Object Oriented Progammhg with C++ , 2nd Ed, Oxford University Press,20(X

(Chapters l, 2, 4)
2. Herbert Schildt, Java The Complete Referencg 7th Edition, Tata McGraw HiI1,2007.

(Chapters l, 2, 3, 4, 5, 6, 8, 9, 10, I 1, 21, 22, 29, 30)
Reference Books:

l. Mahesh Bhave and Sunil Patekar, "Programming with Java", Firsl Edition, Pea$on
Education,2008, ISBN:9788131720806

2. Herbert Schildt, The Complete Reference Cl-+, 4th Edition, Tata McGraw Hill,2003.
3. Stanley B.LippmaruL Josee lajore, C++ Primer, 4th Edition, Pearson Education, 2005.
4. Rajkumar Bu1y4S Thamarasi selvi, xingchen chu, Object oriented Programming with java, Tata

McGraw Hill education private limited.
5. Richard A Johnson, Introduction to Java Programming and OOAD, CENGAGE Leaming.
6. E Balagurusamy, Programming with Java A primer, Tata Mccraw Hill companies.

Note: Every institute shall organize a bridge organize on C+ either in the vacation or in the
beginning of even semester.



DATA COMMUNICATION
(Efl'ective from the academic lear 2018 -2019)

SEMESTER_ IV
CIE l\{arksl8cs46Subject Code 40

60SEE ll{arks3:0:0Number of Contact HoursA eek
Exam Hours 3 Hrs40

CREDITS _3

Course Learning Objectivcs: This course ( l8CS46) will enable students to

Comprehend the transmission technique ofdigital data between two or more computers and a

compuler network that allows computers to exchange data.

Explain with the basics of data communication and various qpes ofcomPuter networks;

nlustrate TCP/IP protocol suite and switching criteria.

Demonstrate Medium Access Control protocols for reliable and noisy channels.

Expo se wireless and wired LANs
Contact
Hours

Module I

08Introduction: Data Communications, Networks, Network Types, lntemet History, S

and Administration, Networks Models: Protocol Layering, TCP/IP Protocol suite, The OSI

model, Introduction to Physical Layer-l: Data and Signals, Digital Signals, Transmission

Impairmen

tandards

t, Data Rate limits, Performance

Module 2
08Digital Transmission: Digital to digital conversion (Only Line coding: Po

Manchester coding).
Physical Layer-2: Analog to digital conversion (only PCM), Transmission Modes,
Analog Transmission: Digital to analog conversion,

lar, Bipolar and

Module 3
08Bandwidth Utilization: Multiplexing and Spread Spectrum,

Switching: lntroduction, Circuit Switched Networks and Packet switching.
Error Detection and Correction: Introduction, Block coding, Cyclic codes, Checksum'

Forward error correction,
Module 4

OEData link control: DLC services, Data link layer protocols, HDLC,
protocol (Framing, Transition phases only).
Media Access control: Random Access, Controlled Access and Channelization,

and Poinl to Point

Module 5
08Wired LANs Ethernet: Ethemct Protocol, Standard Ethemet, Fasl Ethemet, G

Ethemet and l0 Gigabit Ethemet,
Wireless LANs: lntroduction, IEEE 802.1 I Project and Bluetooth'
Other wireless Networks: WIMAX, Cellular Telephony, Satellite networks

igabit

Course Outcomes: The student will be able to :

. Explain the various components of data communication.
o Explain the fundamentals of digital communication and switching.
. Compare and contrast data link layer protocols.
o Summarize IEEE 802.xx standards

Question Paper Pattern:
The question paper will have ten questions

Each full Question consisting of20 marks
with a maximum of four sub queslions) fiom each moduleThere will be 2 full questions (

PRINCIPAL
SIET.. TUMAKURU

i)

Total Number of Contact Hours
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stud!'nts rrill hare to ans$cr 5 !rril

Texlbooks:

\n"-.- q-t*-ys,
PRINCIPAL
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i . Behrouz A. Forouzan, Data Communications and Networking 5E, 5" Edition, Tara McGraw-Hill.
2013. (Chapters l.l to 1.5, 2.1 to 2.3,3.1, 3.3 to 3.6,4.1 to 4.3, 5.1, 6.1,6.2, 8.1 to 8.1, l0.l to

10.5, ll.l to 11.4, l2.l to 12.3, l3.l ro 13.5, l5.l to I5.3, 16.l to 16.3)

Refercnce Books:
I . Alberto Leon4arcia and lndra Widjaja: Communication Networ*s - Fundamental Concepts and

Key architectures, 2nd Edition Tata McGraw-Hill. 2004.
2. William Stallings: Data and Computer Communication. 8th Edition, Pearson Education, 2007.

3. Larry L. Peterson and Bruce S. Davie: Computer Networks - A Systems Approach, 4th Edition,
Elsevier,2007.

4. Nader F. Mir: Computer and Communication Network, Pearson Education, 2007.

on\. :e:rcli::g one full question hom each rrodulc.



I8CSL47 CIE l\Iarks 40Subject Code
Number of Contact HoursAVeek 0:7:2 SEE l\f arks 60
Total Number of Lab Contact Hours 36 Exam Hours 3 Hrs

Credits - 2

Course Learning Objectivcs: This coursc ( l8CSL,l7) will enable students to:
o Dcsign and implcment various algorithms in JAVA
. Employ various desien strategies fbr problem solving.
o Measure and conrparc the perfomrancc ofdifferent algorithms

Descriptions (if any):
Design, develop, and implement the specified algorithms for the following problems using Java
language under LNUX ,l indows environment. Netbeans / Eclipse IDE tool can be used for
development and demonstration.

Programs List:
I

Create a Java class called Sradezrwith the following details as variables within it.
(i) usN
(ii) Name
(iii) Branch
(iv) Phone

Write a Java program to create nstudenl objects and print the USN, Name, Branch, and
Phoneofthese objects with suitable headings.

b. Write a Java program to implement the Stack using arrays. Write PushQ, PopQ, and
Display0 methods to demonstrate its working.

a. Design a superclass called StaT/ with details as StaffId, Name, Phone, Salary. Extend this
class by writing three subclasses namely Teaching (domain, publications), Technical
(skills), and Confiacl (period). Write a Java program to read and display at least 3 stal|
objects of all three categories.

b Write a Java class called Customer to store their name and date of birth. The date of birth
format should be dd/mm/yyyy. Write methods to read customer data ai <name.
dd/mm/yyyy> and display as <name, dd, mm, yyyy> using StringTokenizer class
considering the delimiter character as'7'.

3

Write a Java program to read two integers c andD. Compute a/D and prin! when b is not zero
Raise an exception when b is equal to zero.

b Write a Java program that implements a multi-thread application lhat has three threads. First
tbread generates a random integer for every I second; second thread computes the square of
the number andprints; third thread will print the value ofcube ofthe number.

Sort a given set of ,, integer elements using Quick Sort method and compute its time
complexity. Run the program for varied values ofn> 5000 and record the time taken to sort.

DESIGN AND A\ALYSIS OF ALGORITHMS LABOR.,\.TORY
(Eflt'ctivr from the academic year 2018 -2019)

SEMESTER-IV

PRINCIPAL
SIET., TUIIiAKURU

a.

2.

4.



) Sort a given set of ,, intcger elements using Merge Sort method

complexity. Run the program for varied values of a> 5000, and record the time taken to

sort. Plot a graph ofthe time taken versus zon graph sheet. The elements can be read from a

file or can be generated using the random number g€nerator. Demonstrate using Java how

the divide-and-conquer method works along with ils time complexity analysis: worst case'

average case and best case-

and compute its timc

6 Implement in Java, the 0/l Knapsack problem using (a) Dynamic Programming method (b)

Greedy method

7 From a given vertex in a weighted connected gaph, find
using Dijkstra's algorithm. Write the program in Java.

shortest paths to other vertices

Find Minimum Cost Spanning Tree ofa given connected

Kruskal'salgorithm. Use Union-Find algorithms in your program
undirected graph using8

Find Minimum Cost Spanning Trce ofa given connected undirected graph using

Prim's algorithm.
9

Write Java programs to
(a) Implement All-Pais Shonest Paths problem using Floyd's algorithm.
(b) Implement Travelling Sales Person probtem using Dynamic programming.

10.

Design and implement in Java to find a subset of a given set S : {SL S2,.....,Sn} of z
positive integers whose SUM is equal to a given positive integer d. For example' if S ={ l, 2,

5,6, S) and d= 9, there are two solutions {1,2,6}and {1,8}. Display a suitable message, if
the given problem instance doesnl have a solution.

1l

12. Design and implement in Java to find all Hamiltonian Cycles in a

Graph G ofn vertices using backtracking principle
connected undirected

Laborato Outcomcs: The student should be able to

Design algorithms using appropriate design techniques (brute-force, greedy, dynam

programming, etc.)
. Implement a variety of algorithms such assorting, graph related, combinatorial, etc., in a high

level language.
. Anallze and compare thc pcrformance of algorithms using language features.

. Apply and implement leamed algorithm design techniques and dala structuresto solve real-world

lc

problems.
Conduct of Practical Examination:

Plot a graph 0l'thc tinrc t.t].,::: ieisus rron graph shcrt. The !'lcnlcnts can be rcad from a filc'

or can bg g.':)d[tlcd !i:]rs -;)( ::l::dom numb!'r sa:]i,:illol. DL'llloll\tralc tl,iing Jara hor| rhc

divide-and-conquer rllelhod u'orks along with its tinre complexity analysis: worst case,

aYerage case and best case.

All laboratory experiments, excluding the first, are to be included for practical exam ination.

Experiment dislribution
o For questions having only one part: Studenls are allowed to pick one experiment fiom the

lot and are

)

vcn ual

PRINCIPAL
SIET.. TUMAKURU.



r For queslions ha\ing pan A and lJ: Studc'ttt. rre allowed to pick one .\l!c: r'rr.rr1 lr(,:rl
pan A and o[e cxpcrim!'nt lj ont part I] rrd rrc' given equal opponunrl! .

Change ofexperiment is allowed only once and marks allotted for procedure part t() be ntitdc

zefo.
Marks Distribution (Subjected to change in accorodance with university regulqtions)

e) For questions having only one part - Procedure + Execution + Viva-Voce: I 5 - 70+ I 5 :
100 Marks

f) For questions having part A and B
i. Part A - Procedure + Execution +Viva=4+21 + 5 =30Marks
ii. Part B - Procedure + Execution + Viva = l0 + 49+ I I = 70 Marks

PRINCIPAL
SIET., TUMAKURU.
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MICROCONTROLLER,,\\D E}IBEDDED SYSTEMS LABORATORY
(Effective fronr tilc academic -r'ear 2018 -2019)

, SEMESTER - IV
Sub ect Code
\umber of Contact HoursA eek 0:2:2

CIE NIarks .10

60SEE lllarks
3 HrsExam HoursJOTotal Number of Lab Contact Hours

C redits - 2

Course Learni ectives: This course ( l8CSL48

Develop and test Assembly Language Program (ALP) using ARMTTDMI/L
Conduct the experiments on an ARMTTDMI/LPC2l48 evaluation board using evaluation version

PC2 148

of Embedded 'C' & Keil Uvision4 tool/ iler
ifDesc

ms List:
PART A Conduct the following experiments by uriting Assembly Language Program (ALP) using

an evaluation board/simulator and theARMTTDMVLPC2I48 us uired software tool

Write an AIP to mu two l6 bit b numbers.I

Write an ALP to find the sum of first l0 inte numbers.2

Write an AIP to find factorial of a number3

4 w ALP add f 6 bit numbers the 3 bit ntemal RAM2 ln Istoreo Ito an arrante an

5 Write an ALP to find the e ofa number Itol look table.

Write an AIP to find the smallest number in an of32 numbers .6
7 a series of32 bit numbers in ascend order

8 Write an ALP to count the number ofones and zeros in two consecutive locations-

PART -B Conduct the following experiments on an ARMTDML|LPC2I4S evalualion board using

evaluation version of Embedded C'& Keil Uvision-4
"Hello World" Internal UART.usl9

10.

Interface a motor and rotate it in clockwise and anti-cl ockwise direction.I l.
12. Determine Di tal for a vcn Analo Intemal ADC of ARM controllerln us

13. Interface a DAC and tc Trian lar and S waveforms

Intcrface a 4x4 ke and di la drc code on an LCD't4.

15. Demonstrate the use of an extcmal intemr e an LED Odoflto

t6. Display the Hex digits 0 to F on a 7-segment LED interface, with an appropriate delay in

between

Laborato Outcomes: The student should be ablc to:

Develop and test Assembly Language Program (ALP) using AIUuIrt
Conduct the following experiments on an ARMTTDMULPC2I48 evaluation board using

evaluation version ofEmbedded C' & Keil Uvision-4 tooV

DMYLPC2I4It

ler

Conduct of Practical Examination:
All luboratory 

"*periments, 
excluding the first, afe to be included for pracrical examination.

Experiment distribution
o For questions having only one part: Students are allowed to pick one experiment from the

lot and are given equal oPPonuniry.

o For questions having pan A and B: Students are allowed to pick one experimenl from

part A and one experiment from pan B and are given equal opportunity'
for beto madeeduredlotteand ksmarallowe onldmen vCh of

\n--",- qt*f

I8CSL48

will enable students to:

and result

Write an ALP to

hlerface and Control a DC Motor.

onceIS

PRINCIPAL
SIEI. TUMAKURU,



zero.

Marks Distrihutiort (9rllcLtatl to <hu ga i t.('orLkfuttr, ', rth uttttcrsit.t t'tgitttion:;1
g) For questions ha\ ing only one part - Procedurt' . Execution - Viva-Voce: l5+70+ I 5 =

100 Marks
h) For questions having part A and B

i. Part A - Procedue + Execution + Viva = 4 + 2l + 5:30Marks
ii. PartB- Procedure + Execution + Viva: l0+49+ ll = 70 Marks

\n-"",- q-'--t'-.,
PRINCIPAL

SIET., TUMAKURU'



]IIANAGE\TE\T AND ENTREPRE\E T RSHIP FOR IT IS*DUSTRY
(Effectil'c lrom the acadcntic lr:ar 2018 -2019)

SEMESTER - V
l8cs5 I 40CIE l\f arksSubject Code

602:2'.0 SEE MarksNumber rrf Contact HoursAVeek
3 HrsExam Hours40Total Number of Contact Hours

CREDITS _ 03

Course Learning Objectives: This course (l8CS5l) will cnable students to:

Explain the principles of management, organization and entrepreneur

Discuss on planning. staffing, ERP and their importance

a

a

Infer the i ance of intellectual and relate the institutional
Contact
Hours

Module - I

08Introduction - Meaning, nature and characteristics of management, scope

areas of management, goals of managemen! levels of management, brief overview of
evolution of managemenl theories,. Planning- Nature, importance, types of plans, steps in
planning, Organizing- nature and pur?ose, q?es of Organization, Staffing- meaning,

rocess of recruilment and selection

and Functional

08Directing and controlling- meaning and nature ofdirecting, leadership styles, mot

Theories, Communication- Meaning and importance, Coordination- meaning and
ivation

in controll methods of establi controlControlli meant

Module - 3
08Entrepreneur - meaning of entrepreneur, characteristics of entrepreneurs, c

and types of entrepreneurs, various stages in entrepreneurial process, role of entrepreneurs

in eConomic development, entrepreneurship in India and barriers to entrepreneurship.

Identification of business opportunities, market feasibility study, technical feasibility study,

lassilication

studand social feasibil

Module - 4
08

selcction, project report. nced and significance ofproject report, contents'

formulation, guidelines by planning commission for project report, Enterprise Resource

Planning: Meaning and Importrnce' ERP and Functional areas of Management -
Marketing / Sales- Supply Chain Management - Finance and Accounting - Human

Preparation of project and ERP - meaning of project, projcct identification, project

eratlonand methods ofofRcsources -

08tflicro and Sma[ Enterprises: Definition of micro and small cnterprises, characteristics

and advantages of micro and small enterprises, steps in establishing micro and small

enterprises, Governmenl of India indusial policy 2007 on micro and small enterprises, case

sludt (Microsoft), Case study(Captain G R Gopinath),case study (N R Narayana Murthy &
lnfosys), Institutional support: MSME-DI, NSIC, SIDBI' KIADB, KSSIDC, TECSOK.

KSFC, DIC and District level si window

Module - 5

, lntroduction to IPR.
Course outcomes: The students should be able to:

Define management, organizatiorL entrePreneur, planning stalfing ERP and outline their

importance in entrepreneurship

Utilize the resources available effectively through ERP

ln en reneurshiMake use of IPRs and institutional s

o"#--ff'

Module - 2

financial feasibility study



Qut stion Pap€r Pattcrn:

The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum of four sub questions) from each module-

Each full question will have sub questions covering all the topics under a module.

The students will havc to answcr 5 full one full from each module.

,,*ll,illft*u

Tcxtbooks:
Principles of Management -P. C. Tripathi, P. N. Reddy; Tata Mccraw Hill. 4th /
2010.
Dynamics of Entrepreneurial Development & Management -Vasant Desai Himalaya Publishing
House.
Entrepreneurship Development -Small Business Enterprises -Poomima M Charantimath Pearson

Education - 2006.

2

3

4

Edition,

- Kanishka Bedi- Oxford Universi Press-2017and

Reference Books:
l. Management Fundamentals -Concepts, Application, Skill Development Roberl Lusier -

Thomson.
2. Entrepreneurship Development -S S Khanka -S Chand & Co.
3. Management -Stephen Robbins -Pearson Education /PHI -17th Edition, 2003

-



Sub ect Codc 18('S52

Number of Contact HoursAVeek 3:2:0
'10CIE I\Iarks

SEE l\Iarks
Exam Hours 3 HrsisoTotal Number of Contact Hours

Cours€ ectives: This coursc ( l8CS52 will enable students to:
CREDITS -4

Demonstration of application laycr protocols

Discuss transport layer senices and understand UDP and TCP protocols

Explain routers, IP and Routing Algorithms in network layer

Disseminate the Wireless and Mobile Networks covering IEEE 802.1 I Standard

of Multimcdia Networ Securi and Network Mlllustrate
Contact
Hours

l\Iodule I

l0Application Layer: Principles of Nctrvork App
processes communicating, Transport Services Available to Applications, Transport Services

Provided by the Intemet, Application-Layer Protocols. The Web and HTTP: Overview of
HTTP, Non-persistent and Persistent Connections, HTTP Message Formal, User-Server

hteraction: Cookies, Web Caching, The Conditional GET' File Transfer: FTP Commands &
Replies, Electronic Mail in the lntemet: SMTP, Comparison with HTTP, Mail Message

Format, Mail Access Protocols, DNS; The lrtemet's Directory Service: Services Provided by

DNS, Overview of How DNS Works, DNS Records and Messages, Peer-to-Peer

Apptications: P2P File Distribution, Distributed Hash Tables, Socket Programming: creating

Network Applications: Socket Programming with UDP, Socket Programming with TCP.

Tl: C 2

lications: Network Application Architectures,

Module 2
t0Transport Layer : Introduction and Transport-layer

Transport and Network Layers, Overview of the Transport Layer in the lntemet,

Multiplexing and Demultiplexing: Connectionless Transport: UDP'UDP Segment Structure'

uDP Checksum, Principles of Reliable Data Transfer: Building a Reliable Data Transfer

Protocol, Pipelined Reliable Data Transfer Protocols, Go-Back-N, Selective repeat,

Connection-Oriented Transport TCP: The TCP Connection, TCP Segment Structure, Round-

Trip Time Estimation and Timeout, Reliable Data Transfer' Flow Control, TCP Connection

Management, Principles of Congestion Control: The Causes and the Costs of Congestion,

Approaches to Congestion Control, Network-assisted congestion-control example, ATM

ABR Congestion control, TCP Congestion Control: Faimess.

Services: Relationship Between

I'l: Cha 3

Module 3
l0The Network layer: What's Inside a Router?: lnput Processlng,

Processing, Where Does Queuing Occur? Routing control plane, IPv6,A Brief foray into lP

Security, Routing Algorithms: The Link-srate (LS) Routing Algorithnu The Distance-vector

(DV) Routing Algorirhm, Hierarchical Routing, Routing in the Intemet, lntra-AS Routing in

the lntemet: RIP, Intra-AS Routing in the lntemet: OSPF, Inter/AS Routing: BGP, Broadcast

Routing Algorithms and Multicast.

Switching, Output

Tl: Cha 4:4.34.7
Module 4

PRINCIPAL
SIET., TUMAKURU
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Wireless and ltobilt \et$orks: Cellular Intemet Acccs\: An Overview of ('ellular

Network Architecture. iG Cellular Data Networks: L\tcnding the Internel to Cellular
subscribers. On to 4G:LTE,Mobility management: Principles, Addressing, Routing to a

mobile node, Mobile IP, Managing mobility in cellular Networks, Routing calls to a Mobile
user, Handoffs in GSM, Wireless and Mobility: Impact on Higher-layer protocols.

Tl: Cha : 6 : 6.4-6.8

l0

Module 5
t0Multimedia Networking: Properties of video, proprenies of Audio, Types of multimedia

Network Applications, Streaming stored video: UDP Streaming, HTIP Streamin& Adaptive
streaming and DASH, content distribution Networks, case studies: : Netflix, You Tube and

Kankan.
Network Support for Multimedia: Dimensioning Best-Effort Networks, Providing Multiple
Classes ofService, Diffserv, Per-Connection Quality-of-Sewice (QoS) Guarantees: Resource

Reservation and Call Admission
T1: Chap: 7 : 7.1,7.2,7.5
Course Outcomes: The student will be able to :

o Explain principles ofapplication layer protocols
. Recognize tmnsport layer services and infer UDP and TCP protocols
o Classi& routers, lP and Routing Algorithms in network layer
. Understand the Wireless and Mobile Networks covering IEEE 802.1I Standard
o Describe Multimedia Networking and Network Management

Question Paper Prttern:
o The question paper will have ten questions.
o Each full Question consisting of20 marks
. There will be 2 full questions (with a maximum of four sub questions) from each module.
o Each full question will have sub questions covering all the topics under a module.
o The students will have to answer 5 firll questions, selecting one firll question &om each module.

Textbooks;
l. James F Kurose and Keith W Ross, Computer Networ*ing, A TopDown Appmach, Sixth

edition, Pearson,20l7 .

Reference Books:
I . Behrouz A Forouzan, Data and Communications and Netrrorking, Fifth Edition, McGraw Hill,

Indian Edition
2. Larry L Peterson and Brusce S Davie, Computer Networks, fifth edition, ELSEVIER
3. Andrew S Tanenbaum, Computer Neworks, fifth edition, Pearson

4. Mayank Dave, Computer Networks, Second edition, Cengage Learning

\n""",- [r*"' ,"'
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DATABASE II,\\,\CEII E\T SYSTEM
(Effective frorn the acadcmic lcar 2018 -2019)

SEMESTER - V
CIE ll{arksl8cs53
SEE Marks

40
603:2:0Number of Contact HoursAVeek
3 Hrs50 Eram HoursTotal Number of Contact Hours

CREDITS -4
Coursc Learni o cctives: This course ( l8CS53b will enablc students to:

Provide a strong foundation in database conc€pts, technology, and practice.

Practice SQL programming through a variery of database problems.

Denronstrate the use ofconcurrency and transactions in database

D lems.and build database ications for real world
Contact
Hours

Module I

l0Introduction to Databases: lntroduction, Characteristics of database

of using the DBMS approach, History of database applications. Overview of Database

Languages and Architectures: Data Models, Schemas, and lnstances. Three schema

architecture and data independence, database languages, and interfaces, The Database System

environment. Conceptual Data Modelling using Entities and Relationships: Entity types'

Entity sets, attributes, roles, and structural constraints, Weak entity types, ER diagrams,

examples, Specialization and Generalization.

approach, Advantages

2.1 to 3.1 to 3.10

Module 2
l0Relational Model: Relational Model Concepts, Relational Model Constraints and relational

Modulc 3
l0SQL : Advances Queries: More complex SQL retrieval

assertions and action triggers, Views in SQL, Schcnra change slatements in SQL. Datrbase

Application Development: Accessing databases from applications, An introduction to

JDBC, JDBC classes and interfaces, SQLJ, Stored procedures, Case study: The intemet

Bookshop. Internet Applicltions: The three-Tier application architecture, The presentation

layer, The Middle Tier

querics. Speciffng constraints as

Textbook l: Ch7.l to 7 Textbook 2: 6.1 to 6.6, 7.5 to 7.7.

Module 4
l0rr-ormalization: Database Design Theorl lntroduction to N

and Multivalued Dependencies: Informal design guidelines for relation schema, Functional

Dependencies, Normal Forms based on Primary Keys, Second and Third Normal Forms,

Boyce-Codd Normal Form, Multivalued Dependency and Founh Normal Form, Join

Dependencies and Fifth Normal Form. Normalizrtion Algorithms: lnference Rules,

Equivalence, and Minimal Cover, Propenies of Relational Decompositions' Algorithms for
Relational Database Schema Design, Nulls, Dangling tuples, and altemate Relational

Designs, Further discussion of Multivalued dependencies and 4NF, Other dependencies and

Normal Forms

ormalization using Functional

\u,-, q-,*
)

PRINCIPAL
SIET.. TUMAKURU

Subject Code

Textbook 1:Ch l.l to 1,8,

database schemas, Update operations, transactions, and dealing with constraint violations.

Relational Algebra: Unary and Binary relational operations, additional relational operations

(aggregate, grouping, etc.) Examples of Queries in relational algebra. Mapping Conceptual

Design into a Logicat Design: Relational Database Design using ER+o-Relational mapping.

SQL: SQL data definition and data types, speciffing constraints in SQL, retrieval queries in

SQL, INSERT, DELETE, and UPDATE statements in SQL. Additional features of SQL-

Textbook l: Ch4.l to 4.5,5.1 to 53,6.1 to 6.5,8'l i Textbook 2: 3.5



Tcxtbook l: Chl{.1 to t{.7. l5.l to 15.6

Module 5
Transaction Processing: lntroduction to Transaction Processing, Transaction and System

concepts, Desirable properties of Transactions, Characterizing schedules based on
recoverability, Characterizing schedules based on Serializability, Transaction support in
SQL. Concurrency Controt in Databases: Two-phase locking techniques for Concurrency
control, Concurency control based on Timestamp ordering, Muhivcrsion Concurrency
control techniques, Validation Concurrency control techniques, Granularity of Data items and

Multiple Granularity Locking. Introduction to Dattbase Recovery Protocols: Recovery
Concepts, NO-UNDO/REDO recovery based on Deferred update, Recovery techniques based

on immediate update. Shadow paging, Database backup and recovery from catastrophic
failures
Textbook l:20.1 to 2l.l to 21.7 22.1 to 2 22.7.

IO

Course Outcomes: The student will be abl€ to :

o ldenti&, analyze and define database objects, enforce integrity constraints on a database using
RDBMS.

. Use Structured Query Language (SQL) for database manipulation.

. Design and build simple database systems
o Develop application to interact with databases.

Question Paper Pattern:
. The question paper will have ten questions.
. Each full Question consisting of 20 marks
o There will be 2 full questions (with a maximum of four sub questions) from each module.
r Each full question will have sub questions covering all the topics under a module.
. The students will have to answer 5 firll questions, selecting one full question from each module.

Textbooks:
l. Fundamentals of Database Systems, Ramez Elmasri and Shamkant B. Navathe, Tth Editiou20lT,

Pearson.
2. D.tabase management systems, Ramakishnan, and Gehrke, 3'd Edition, 2014, McGraw Hill

Reference Books:
l. Silbenchatz Korth and Sudharshan, Database System Concepts. 6'h Edition, Mc4rawHill, 2013
2. Coronel, Morris, and Rob, Database Principles Fundamentals of Design, Implementation and

Management, Cengage [,eaming 2012.

PRINCIPAL
SIET. , TUMAKURU
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ALT()}I,\I',\ I'HEORY AND CO}'PT]TABILIT\'
(Eller:tir r l}om the academic 1'rar 2018 -2019)

SEMESTER _ V
40l8cs54 (-IE ll arks
603:0:0 SEE Marks

Subject Code
N-umber of Contact HoursAl'eek

Exam Hours 3 HrsTotal Number of Contact Hours 40
CREDITS _3

Course Learning Objcctives: This course ( l8CS54) will enable students to

Introduce core conccpts in Automata and Theory ofComputation
IdentiS different Formal language Classes and their Relationships

Design Grammars and Recognizers for different formal languages

Prove or disprove theorems in automata theory using their properties

and intractability of Computational problemsDetermine the decidabilitl'
Contact
Hours
08Why study the Theory of Computation, Languages and Strings: Strings, Languages. A

Language Hierarchy, Computation, Finite State Machines (FSM): Deterministic FSM,

Regular languages, Designing FSM, Nondeterministic FSMs, From FSMs to Operational
Systems, Simulators for FSMs. Minimizing FSMs, Canonical form of Regular languages,

Finite State Transducers. Bidirectional Transducers

Textbook l: Ch 1,2, 3,4, 5.1 to 5.10

Module i

Module 2
Regular Expressions (RE): what is a RE?, Kleene's theorem, Applications
Manipulating and Simpliling REs. Regular Grammars: Definition, Regular Grammars and

Regular languages. Regular Languages (RL) and Non-regular l-anguages: How many RLs,

To show that a language is regular, Closure properties of RLs, to show some languages are

not RLs.
Textbook l: Ch 5, 7, 8: 6.1 to 6.4, 7.1, 7.2' !.1 tg 8.4

of REs,

Module 3
08Context-Free Grammars(CFG): lntroduction to Rewrite Systems and Grammars, CFGs and

languages, designing CFGs, simpliffing CFGs, proving that a Grammar is correct, Derivation
and Parse trees, Ambiguity, Normal Forms. Pushdown Automata (PDA): Definition of non-

deterministic PDA, Deterministic and Non-deterministic PDAs, Non-determinism and

Halting, alternative equivalent definitions of a PDA, altematives that are not equivalent to
PDA.
Textbook l: Ch ll, 12: ll.t to 11.8, l2.l' 12.2,12,4,12 12.6

Module 4
08Context-Free and Non-Context-Free Languages: Where do the Context-Free

Languages(CFL) fit, Showing a language is context-fiee, Pumping lheorem for CFL,
Important ciosure properties of CFLs, Deterministic CFLs. Algorithms and Decision

Procedures for CFLs: Decidable questions, Un-decidable questions. Turing Machine: Turing
machine model, Representation, Language acceptability by TM, design of TM, Techniques

for TM construction.
Textbook l: Ch 13: l3.l to 13.5, Ch l4: 14.1, 14.2, Textbook 2: Ch 9.1 to 9.6

\lodule 5
08Variants of Turing Machines (TM), The model of Linear Bounded automata: Decidability:

Definition ofan algorithm, decidability, decidable languages, Undecidable languages, halting
problem of TM, Post correspondence problem. Complexity: GroMh rate of functions, the

ulatron: uantumclasses ofP and NP, Quantum thesis.uters, Chwch-T

PRINCIPAL
SIEI . TUMAKURU,
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Terthook 2: Ch 9.7 to 9.8. I0.l to 10.7. 12.1. l2'1. 12.8. 12.8.1.12.8.2
Course Outcomes: The student will be able ttr

. Acquire fundamental understanding ofthe core concepts in automata theory and Theory of
Computation

o Learn how to tmnslate between different models of Computation (e.9., Deterministic and

Nondeterministic and Software models)-
. Design Gramman and Automata (recognizers) for different language classes and become

knowledgeable about restricted models of Computation @egular, Context Free) and their
relative powers.

o Develop skills in formal reasoning and reduction ofa problon to a formal model, with an

emphasis on semantic precision and conciseness.
o Classi with to different models ofa

Question Paper Pattern:
The question paper will have ten questions.

Each futl Question consisting of20 marks
There will be 2 full questions (with a maximum of four sub questions) from each module.

Each full question will have sub questions covering all the topics under a module.

The snrdents will have to answer 5 fl l questions, selecting one full question from each module.

Textbooks:
Autornata, Computabitity and Complexity, t" Edition, Pearson

2. K L P Mishra,N Chandrasekaran, 3'd Edition , Theory of Computer Science, PhI, 2012.
education,20l212013

l. Elaine Rich,

Reference Books:
l. John E Hopcroft, Rajeev Motwani, Jeffery D Ullman, Introduction to AutomataTheory,

Languages, and Computation, 3rd Edition, Pearson Education, 2013

2. Michael Sipser : Introduction to the Theory ofComputation, 3rd edition, Cengage learning,20l3
3 . John C Maniq Introduction to t anguages and The Theory of Compulation, 3d Edition, Tata

McGraw -Hill Publishing Company Limited, 2013
4. Peter Linz, "An Introduction to Formal Languages and Automata", 3rd Edition, Narosa

Publishers, 1998

5. Basavaraj S. Anami, Karibasappa K G, Formal languages and Automata lheory, Wiley lndia,
2012

6. C K Nagpal, Formal Languages and Automata Theory, Oxford University press, 20 I 2.

)
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RAPID APPLICATION DEVELOPMENT USING PYTHON
[(Effectivc i'rr)m the academic vear 2018 -2019)

\fIIESTER _ V
i tl(lss-i . iA Marks

Numbe r of Lecture HoursAVee k 03 Eram \tarks
40

CREDITS _ 03

Module - 2

PRINCIPAL
SIET.. TUMAKURU

Subjcct Cndt, J0
60
03Exam Hours

Course O l8CS55) will enable students tob ectives:This course
o Leam the syntax and semantics of P)'thon programming language.
. Illustrate the process ofretrieving substrings and employ regular expressions for text processing

. Implement Object Oriented Programming concepts in Python.

. Appraise the need for working wilh various documents like Excel, PDF, Word and Others.

. Identify the modules for manipulating images and for sending emails using Plthon.

Teacbing
Hours

Module - I

8 Hours

S lloursManipulating Strings, Pattem Matching with Regular Expressions, Reading and Writing

Data.P n Basics, Flow Control Functions, Lists, Dictionaries and S

data structure selection.Files o n files, De Case

lllodule - 3
8 HoursClasses and Objects, Classes and Functions, Classes and Methods, Inheritance.

Il{odule - 4
8 HoursWeb Scraping, Working with Excel Spreadsheets, Working with PDF and W

Working with CSV Files and JSON Data
ord Documents,

Module - 5
8 HoursKeeping Time, Scheduling Tasks, and Launching Programs, Sending Email and Text

Messages, Manipulating Images, Controlling the Keyboard and Mouse with GUI
Automation.
Course Outcomes: After studying this course, students will be able to

. Demonstrate proficiency in creating functions and handling of lists and dictionaries'
o Discover commonly used operations involving strings and regular expressions.

. Interpret the concepts of Object-Oriented Programming as used in Pyhon.

. Determine the need for scraping websites and working with CSV, JSON and other file formats.

o Make use of modules for manipulating the images, keeping track of time and for sending emails

using Pyhon.

Question paper pattern:
The question paper will have ten questions.

There will be 2 questions from each module.
Each question will have questions covering all the topics under a module.
The students will have to answer 5 full questions, selecting one full question fiom each module.

Text Books:
L Al Sweigart,"Automate the Boring Stuff with Python",I

(Available under CC-BY-NC-SA license at https://automatetheboringstuff.com/)
(Chapters I to 18)

2. Allen B. Downey, eThink Python: How to Think Like e Computer Scientist', 2d Edition,
Green Tea Press, 2015. (Available under CC-BY-NC license at

ion, No Starch Press, 2015

f)http://greenteapress. corn /th

Total Number of Lecture Hours I

\rt^"^.,"- 
q-'*-/b'



13. r5. t6. 17. l8) Dorvnload Irles liorn tlrr' ahor e links)
Refercnce Ilooks:

PRINCIPAI-
SIEI., TUMAKURU

2.

3.

4.

Gowrishankar S, Veena A. "Introduction to Python Programming", I

Press/Taylor & Francis, 201 8. ISBN- I 3 : 978-08 I 5394372
Jake VanderPlas, cPython Data Science Handbook: Essential Tools for Working with Data".
l 
$ Edition, O'Reilly Media, 201 6. ISBN- 1 3 : 978- 149 1 9 1 2058

Charles Dierbach, slntroduction to Computer Science Using P1thon", l'r Edition, Wiley India
Prt Lt4 2015. ISBN-I3: 978-8126556014
Wesley J Chun, "Core Python Applications Programming", 3'd Edition, Pearson Education

201 5. ISBN- l3: 978-9332555365

I " Edition. CRC
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TINIX PROGR.,\I!IITC
(Ef1'ective from the acadenric l ear 2018 -2019)

SEMESTER- V
Sub ect Code l8cs56
Number of Contact Hours/Week
Total Number of Contact Hours

UNIX File APIs: General File APIs, File and Record Locking, Directory File APls, Device
File APls, FIFO File APls, Symbolic Link File APIs.
UNIX Processes and Process Control:
The Environment of a UNIX Process: Introduction, main function, Process Termination,
Command-Line Arguments, Environment List, Memory Layout of a C Program, Shared

Libraries, Memory Allocation, Environment Variables, setjmp and longimp Functions,
getrlimit, setrlimit Functions, UNIX Kemel Support for Processes.

Process Control: Introduction, Process ldentifiers, fork, vfork, exit, wait, waitpid, wait3,

CIE Marks 40
SEE N'l arks 603:0:0

3 Hrs40 Eram Hours
CREDITS --l

Course Objectivcs:This course ( | 8CS56) will enable students to
. Interpret the feanrres of UNIX and basic commands.
. Demonstrate differenl UNIX files and permissions
o Implement shell programs.
. Explain UNIX process, IPC and signals.

Contact
Hours

Ilodule I

08Introduction: Unix Components/Architectue. Features of Unix. The UNIX Environment
and UNIX Structure, Posix and Single Unix specification. General features of Unix
commands/ command structure. Command arguments and options. Basic Unix commands

such as echo, printf, ls, rvho, date.passwd, cal, Combining commands. Meaning of Intemal

and extemal cornrnands. The type comrnand: knowing the type ofa command and locating it
The root login. Becoming the super user: su command.
Unix liles: Naming files. Basic file typeVcategories. Organization offiles. Hidden files.

Standard directories. Parent child relationship. The home directory and the HOME variable.

Reaching required files- the PATH variable, manipulating lhe PATH, Relative and absolute

pathnames. Directory commands - pwd, cd, mkdir, rmdir commands. The dot (.) and double

dots (..) notations to represent present and parent directories and their usage in relative path

names. File related commands - cat, mv, rm, cp, wc and od commands.

Module 2
08File attributes and permissions: The ls command with options. Changing file perrnissions:

the relative and absolute permissions changing methods. Recursively changing file
permissions. Directory permissions.
The shells interpretive cycle: Wild cards. Removing the special meanings of wild cards.

Three standard files and redircction. Connecting commands: Pipe. Basic and Extended

regular expressions. The grep, egrep. Typical examples involving different regular

expressions.
Shell programming: Ordinary and environmcnt variables. The .profile. Read and readonly

commands. Command line arguments. exit and exit status of a command. logical operators

for conditional execution. The test command and its shortcut. The ii while, for and casc

control statements. The set and shift commands and handling positional parameters. The here

( << ) document and trap command. Simple shell program

Module 3
08

wait4 Functions. Race Condi exec Functions

PRINCIPAL
SIET., TUMAXURU
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\lodulc-l
Changing User lDs and Group If)s. lnttrprcter Files. system Function. Procr'ss .\ccounling.

User ldentification, Process Times, I/O Redirection.
Overview of IPC Methods, Pipes, popen, pclose Functions, Coprocesses, FIFOs, System V
IPC, Message Queues, Semaphorcs.
Shared Memory, Client-Server Properties, Stream Pipes, Passing File Descriptors, An Open

Server-Version I Clien!Server Connection Functions.

PRINCIPA
SIET. 

.TU}4AKT,XU

r) f,i

Module 5
08Signals and l)aemon Processes: Signals: The UNIX Kernel Support for Signals,

Signal Mask, sigaction, The SIGCHLD Signal and the waitpid Function, The sigsetj

siglongjmp Functions, Kill, Alarm, Interval Timers, POSX.lb Timers- Daemon Processes:

signal,
mp and

Client-Sewer Model.Daemon Rules, Error
Course Outcomes: The student will bc able to :

Explain Unix Architecture, File system and use of Basic Commands

Illustrate Shell Programming and to write Shell ScriPts

Categorize, compare and make use of Unix System Calls
nlxBuild an applicatior/service over a U

Question Paper Pattern:

Textbooks:
@ and Applications., 46Edition., Tata McGraw Hill ( Chapter 1,2

,3,4,5,6,8,13,l4)
2. W. Richard Stevens: Advanced Programming in the UND( Environment, 2nd Edirion, Pearson

Education, 2fi)5 ( Chapter 3,7,8,10,13,15)
3. Unix System Programming Using C+ - Terrence ( )1999. 7,8,9,l0

Reference Books:
l. M.G. Venkatesh Murthy: UNIX & Shell Programming, Pearson Education.
2. Richard Blum , Christine Bresnahan : Linux Command Line and Shell Scripting Bible,

2ndEdition, Wiley,20l4.

\.--r- q-S*lu'

o The question paper will have ten questions.

. Each firll Question consisting of20 marks
o There will be 2 full questions (with a maximum of four sub questions) fiom each module.
o Each full question will have sub questions covering all the topics under a module.
o The students will have to answer 5 full questions, selecting one full question from qq!fqodu!9-



C()TI PI']'ER \ET\\'ORK LABOR,ITOR\'
(Elll,ctir r: l}um the academic lear 2018 -2019)

SEMESTER - V
CIE Marks :10Subiect Code I8CSL57
SEE 1\{arks 60Number of Contact Hours/Week 0:2:2

3Hn36 Eram HoursTotal Number of Lab Contact Hours
Credits - 2

Course Learning Objectives: This coursc ( l8CSL57) will enable students lo:
. Demonstrate operation ofnetwork and its management commands
. Simulate and demonstrate lhe performance of GSM and CDMA
. Implement data link layer and transport layer protocols.

Descriptions (if anv):
For the experimens below modify the topology and parameters set for the experiment and take

multiple rounds ofreading and analyze the results available in log files. Plot necessary graphs and

conclude. Use NS2,NS3.
Programs List:

PART A
I lmplement three nodes point - to - point network with duplex links between them. Set the

queue size, vary the bandwidth and find the number ofpackets dropped.

2 lmplement transmission ofping nressagesltrace route over a network topology consisting of6
nodes and find the number ofpackets dropped due to

3 Implement aD Ethemet [.AN using n nodes and set multiple traffrc nodes and plot congestion
window for different source / destinalion.

4 Implement simple ESS and with transmitting nodes in wire-less LAN by simulation and

determine lhe performance with resp€ct to transmission of packets

5 Implement and study the performance of GSM on NS2NS3 (Using MAC layer) or
equivalent environment.

6 Implement and study the performance of CDMA on NS2/NS3 (Using stack called Call net)

or equivalent environment

PART B (lmplement the folloning in Java)
Writc a progran lbr crror dctccting codc using CRC-CCITT ( l6- birs)l

8 Write a program to find the shortest path betwcen venices using bellman-ford algorithm.

Using TCP/IP sockcts, u'rite a client - scn'er program to make the client send the file namc

and to makc thc scrvcr send back thc contcnts ofthc rt.filc if
9

Writc a program on datagram socket for client-/server to display thc nlessages on client sidc,

typed at the server side

l0

Write a program tbr simple RSA algorithm to encrlDt and decrypt the data

Write a program for congestion control using leaky bucket algorithm.12.

Labo Outcomes: The student should be able to:

All taboratory experiments, excluding the first, are to be included for practical examination.

Experimenl distribution

PRINCIPAL
SIET., TUMAKURU

I l.

. Analyze and Compare various networking protocols'

. Demonstrate the working of different concepts ofnetworking.

. Implement, analyze and evaluate networking protocols in NS2 / NS3 and JAVA programming

Conduct of Practical Examination:



r, For questions having only one part Studcnls are allowed iopick one experiment liom thc

lot and are given equal oPPonunitY

o For questions having Part A and B: Students are allowed to pick one experiment fiorr

part A and one exPeriment from Pan B and are given equal opportunity.

Change ofexperiment is allowed only once and marks alloned for procedure part to be made

zefo.
Marks Distribution (Subiected to change in accorttdance with university regulations)-i1-fo.q,r"stiorshavingonlyoneparl-Procedure+Execution+Viva-Voce:15+70+15:

100 Marks
j) For questions having Part A and B
" ;. Part A - Procidure l glgsulisn + Viva:4+21+ 5 = 30 Marks

ii. Part B - Procedure + Execution + Viva : l0+49+ ll =70Marks

\..,--.-., [,--*
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DBI,IS LAB(}!I,.\TOR\' \\ i I Ii \II\I PROJECT
(Effective lioru thc acadcmic rcar 2018 -2019)

SEI}IESTER _ V
Sub ect Code I8CSL58 CIE Marks .10

Number of Contact HoursAVeek 0:2:2 SEE N{arks 60
Total Number of Lab Contact Hours l6 Exam Hours 3 Hrs

Crcdits - 2
Coursc Learn ectives: This course l8CSL58) will enable students to:

Foundation knowledge in database concepts, technology and practice to groom students into
well-informed database application developers.
Strong practice in SQL programming through a variety ofdatabase problems.
Deve dalabase ons usi front-end tools and back-end DBMS.
tionsDesc if

. Use Java, C#, PHP, Python, or any other similar front-end tool
demonstraled on desktop/laptop as a stand-alone or web based

. Design, develop, and implement the specified queries for the following problems using
Oracle, IvlySQL, MS SQL Server, or any other DBMS under LINU)VWindows environmento Create Schema and insert at least 5 records for each table. Add appropriare database
conslraints.

PART-B: Mini Project (Max. Exam Mks.30)

PART-A: SQL Programming (Max. Exam Mks. 50)

. All applications must be
application (Mobile apps

on Android/lOS are not
rams List:

PART A

PUBLISHER(Name, Address, phone)

P99[_99PES@ao!_id, Branch_id No-of_Copies)

P9_9K -llNDrNGGook 
id- Branch i4 Card_Nb, oate_Our, Due_Date)

!lqR|lY_BRANCH(Branch_id Branch_Name, Address)
Write SQL queries to

I . Retrieve details of arl books in the library - i4 title, name of publisher, authors,
number ofcopies in each branch, etc.

2. Get rhe particulars ofborrowers who have borrowed more than 3 books, but
from Jan 20 I 7 to Jun 20 I 7.

3. Delete a book in BOOK table. Update the contents of other tables to reflect this
data manipulation operation.
Partition the BOOK table based on year ofpublication. Demonstrate its working
with a simple query.

ofall books and its number ofcopies that are currently available

4.

5.

PublisherTitle,K(Book i4
theConsider fo lowi schema for a Databaseng Library

BOO Name ubP earY )ooB K UTHo uthorA aN meRS(Book_id,

Create a
in the Li

)
SALESMAN(Salesmartid, Name, Ciry, Commission)
CUSTOMlR@gqAtqer !d, Cust_Name, City, Grade, Salesman_id)
ORDERS(Qa|No, Purchase_Amr, Ord_Dar;, Customer_id Salesman_id)
Write SQL queries to

Consider the following schema for Order Database:

Count the customers rh above Sgrades Bangalore
indF the name and n bersunr allof sa eslnan oh mor!-had than on ce ustomer

)

PRINCIPAL
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average.
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3. List all thc sllcsrnan and indicate those uho har.'and don'l lla\c ctlstolllers ll1

his orders must also be deleted.

tlrrir crties (t s. L\lON operation.)
4. Creatc a \ie\r lhat finds the salesman who has the cuslolner with the highest order

of a day.

5. Demonstrate the DELETE operation by removing salesman with id 1000. All

\.*,* ['*e'
PRINCIPAL
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Consider the schema for Movie Database:

ACTOR(Act-id, Act-Name, Act-Gender)
DIRECTOR(Dir id, Dir Name, Dir Phone)

MOVIES(Mov-id, Mov-Title, Mov-Year, Mov-Lang. Dir-id)
MOVIE CAST(Act-id, Mov id, Role)

RATING(Mor-id, Rev Stars)
Write SQL queries to

l. List the titles ofall movies directed by'Hitchcock'.
2. Find the movie names where one or more actors acted in two or more movies'

3. Listall actors who actedinamovie before 2000 and also in a movie after2015

(use JON operation).
4. iind the titli ofmovies and number ofstars for each movie that has at least one

ralingandfindthehighestnumberofstarsthatmoviereceived.Sorttheresultby
movie title.

'to5.of all movies directed Steven5 U

J

STUDENT(USN, SName, Address, Phone, Gender)

SEMSEC(SSlD, Sem, Sec)

CLASSruSN, SSID)
SUBJECT(Subcode, Title, Sem, Credits)

IAMaRKS(USN, Subcode, SSID, Tesl, Test2' Test3, FinalIA)

Write SQL queries to
l. List ail the student details studying in fourth semester'C' sectlon'

i . Eo^put. ttt" total number of male and female students in each semester and in

each seclion.
3. Create a view of Testl marks of student USN' I BI I 5CSl 0 I' in all subjects'

4. Calculate the FinalIA (average ofbest two test marks) and update the

corresponding table for all studens'
5. Categorize students based on the following criterion:

IfFinallA = l7 to 20 then CAT = 'Outstandins'

IfFinallA = l2 to l6 then CAT = 'Average'

If FinallA< I 2 then CAT = 'Weak'

Consider the schema for College Database:

Give these details onl for 86 semester A, B, and C seclion srudents.

.1

DLOCATION(DNo'DLoc)
PROJECT(PNo, PName, Pl-ocation, DNo)

WORKS-ON(SSN, PNo, Houn)
Write SQL queries to

t. itate a tist of all project numbers for projects that involve an employee whose

last name is 'Scott', iither as a workei oras a manager ofthe department that

controls the Project.
2. Show the resulting salaries if every employee working on the 'IoT' project is

ven a l0 ratse.

Consider

EPARTMENT(DNo,

Databaseforschemalhe Company
oDNSNSuperSameN Sex, SalaryAddress,EMPLOYEE(SSN

MNS )gStartDateD MgtS

5

DName,



.l Irtnd thc junl (rl'rlla:alarics ofall r.-r:ri,i0r.'ti !)1 1h!' r\ccounls departntcnl. as

rrcii a: thc lnii\:r;ru;:r salary. thc'l'ui.liri:illr salart.;inii iltc ir\ ctatgc salar) in thlJ
dL'panment

4. Retrieve the name oleach employee who works on all the projects controlledby
department number 5 (use NOT EXISTS operator).

5. For each department that has more than five employees. retricve the department
number and the numbcr of its employees who are making more than Rs.
6.00,000.

PRINCIPAI
sIEr.. TUMAKU]RU

PART B: Mini Pro ect
For any problem s€lected

Make sure that the ication should have five or more lables

Indicative areas include; health care

Outcomes: The student should be able to:
Create, Update and query on the database.

f)emonstrate thc working ofdifferent concepts of DBMS
lication.ana ze and evaluate the for an

Conduct of Practical Examination:
. All laboratory experiments, excluding the firsl are to be included for practical examination.
. Experimentdistribution

o For questions having only one part: Students are allowed to pick one experiment fiom the
lot and are given equal opportunity-

o For questions having part A and B: Students are allowed to pick one experiment fiom
part A and one experiment from part B and are given equal opportunity.

o Change ofexperiment is allowed only once and mar*s allotrcd for procedue part to be made
zero-

o Marks Distributioa (Subjected ro change in accoradance with universiry regulations)
k) For questions having only one part - Procedue + Execution + Viva-Voce: I 5+7Gr I 5 :

100 Marks
l) For questions having part A and B

i. Part A - Procedure + Execution + Viva = 4 + 21 + 5 = 30 Marks
ii. Part B - Procedure + Execution + Viva = l0 + 4gt- l l : 70 Marks



SYSTEM SOFT!\,\RE ,\ND COMPILER
(Effective from the academic year 2018 -2019)

SEMESTER - VI
.10l 8cs6lSubiect Code CIE Marks

SEE Marks3:2:0Number of Contact HoursA eek
3 IIrsExam Hours50Total Number of Contact Hours

CREDITS _4

Course Learning Obj ectives: This course ( l8CS6l ) will enable students to:

o Define System Software such as Assemblers, Loaders, Linkers and Macroprocessors

. Familiarize with source file, object file and exccutable file structures and libraries

o Describe the front-end and back-end phases of compiler and their importance to students

Contact
Hours

Module I

l0Introduction to System Software, Machine Arc
Basic assembler functions, machine dependen

hitecture of SIC and SIC/XE. Assemblers:
t asscmbler features, machine independent

assembler features, assembler design options. Macroproccssors: Basic macro processor

functions,
Text book 1: Chapter 1: l.1.1.2,1.3.1, 1.3.2, Chapter2 : 2. l-2.4,Chapter4z 4.1.1,4.1.2

Module 2

Loaders and Linkers: Basic l-oader Functions,

Machine Independent Inader Featues, Loader Design Options, tmplementation Examples'

.1 -3.53

Machine Dependent Loader Features,

Textbookl:Cha
Module 3

technology, Programming language basics

i"ti.J "iotlvJt: The iole of lexical anallzer, Input buffering, Specifications of token'

recognition oftokens, lexical analyzer generator' Finite automate'

l0

l0

l0

r3 3.1 -3.6I 1.1-1.6 Cha

Ii
uatlonevalTheastructureTheProcessorsuctiontrod nI Language

lerofons complIof bulenceSC ApplicaThe ldingIanguages,programmlng

araF GrammarsrceContcxt grammPofR col arscrs,nII S troduction,tax nS alysyn
2k ChextT oobPt apterPrecedenccOI arsrngParsersottom- UB OperaDown pTop

1IIbook 5.extT4.4 5 64.4 4.4.2 .34. I4

tionirected
odM 5ule

Codecodeate gcneralntermediTranslation,DSyntax
6.1 8.26.2 8.1

toI bc Iab cstudentTheotc mcsC uo ors€ u

lai
exical

andlinkersIcrsb macroprocessorsIoadersasscmasftwareSO suchn SystemExp
codeandanal generatorsIand yzers, parsersDesi developgn

ofId fferenIIcmentIloo forSIZC andextU II I

estion er Pattern:

uesti

lecti

lehcac umodfromonsfo subfour )q
aunder modulethe Scoven alllonsuestI hI vea bsu toplcI uestr on ngfu qEach q

emoduleac honIItuoneseonsfullve answerS hallsThe tudent

Text book 2:C
Module 4

r 5.1Text book 2:

The question paper will have ten questlons.

Each full Question consisling of 20 marks

There will be 2 full questions (with a maximum

Textbooks:
by Manj 20 23 ediD tron,BecL ula.land. k,Lemte ftwareSoSys

60

t0

ofof compiler,
compiler,

Writing

Parsers,

from5to

generation,

software

I

\r*r- qt--*
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I ( onrpilers-Principles. Techn:rl:ic. nnd Tools bv Altied V Aho. Monicr S. Lam. Rari Sethi

.lctlrcy D. Ullman. Pearsor,. -l eiiitron. lt)()7

\n^,-.,* q"--*
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Re l'erence Books:
Systems programming - Srimanta Pal , Oxford university press, 2016

System prognmming and Compiler Design, K C Louden, Cengage Leaming

System software and operating system by D. M. Dhamdhere TMG
Compiler Design, K Muneesrvaran, Oxford Univesity Press 2013.

I

2

3

4



C()}tUTER GRAPHICS .\\D !'ISI.'ALIZATIO\
(Efltctive from the academic lear 2018 -2019)

SEMESTER _ VI
CIE Markst 8cs62Sub ect Code 40

60SEE l\{arks3:2:0Number of Contact HoursAVeek
3 HrsExam Hours50Total Number of Contact Hours

Explain hardware, software and OpenGL Graphics Primitives.

Illustrate interactive computer graphic using the OpenGL.

Design and implementation of algorithms for 2D graphics Primitives and attributes

Demonstrate Geometric transformations, viewing on both 2D and 3D objects'

cI lostudenlsI enabI8I s62CTh courseSbo cctiYcsLearnrSeuCo

of curves, surfaces, Color and Illumination models

CREDITS -4

Infer lhe
Contact
Hours

Module I

l0

IO

Overvierv Comp uter and OpenGL Computer Graphi c S Basics of computer
andhics, App I catl f Computer Graphics, ideo D Isplav Devices: Random Scangrap I on o

Flat I d la Ras 1 systems video
Raster Scan d la CRT monl toIS pane I sp ys .scan

Isp ys
and InputD la graphi workstati ons rewrng systems,contro lter raster scan I SP v processor,

devices, graphics networks, graphics on lntem et, graphi software. OpenGL:

Introduction to OpenG L .coordinate reference fiames, specilnng two-dimensional world

OpenGL, OpenGL functions, Open GL functions,
coordinate reference fiames ln po Int

attribules, I ttnbutes, curve OpenG L polnt attribute lunctions OpenG L
pornt lne a

algorithms(DD Bresenham S) c ircle generahonL draI attribute functions tne wmgtne
algorithms (Bresenham )S

Text I :C I t I to I -9 1 to 2-9 Ito 20

Module 1
Fi I I PrimitiFill Primiti 2D Geometric Transforma tions znd 2D vte\ry lng: area ves:

area ves,
but general I

fi lt OpenG L fi I I area functi ons fi I I area attn es, scan l ne
Polygon -areas,

but tu 2DGeometri c Trans formation
poIygon fiu algorit hm OpenG L fi I I -afca attn c nctl ons

and ho coordinates.ransformati tat ons mogeneous
Geo T matnx rcpresenBasi c 7D mctrl C ons,

formati 2DComposi te trans formations. other 1D trans formations, raster
Inverse trans oNS,

GL
methods tbr etfl transformations, OpenG L raster trans formations, Opcn geometnc

geom c
functions.I OpenG L 2D ewlng2D ZD plpe luetrans formations functron YIewlng: vlewlng

Text-l:Cha 3-14 to 3-l I I Ito!7 5- l7 6-I

Mod ule -t
C Ition Co lor and lllumlnalion \Iodel s rpp lng:

Clipping,3D Geometric Transform a s,
I al rithms ') D point

I window nornta I ization and viewport transformatlons, c rpp Ing go
C rpp In

I I fi I I
li 2D I I algorithms cohen suth€rland I lnc C I Ipplns on v -po ygon area

c pPl ng, lne c ppr n
DG

Sutherland Hodgeman polygon c I rpp tng algorithm on Iv 3 eometnc
I Ipp ng:

scal te 3 D trans format lonsj other 3 D
transla composlTransformations 3D t lon, rotatlon, lng,

Color
forma affi transformat lons, Open GL geometnc tran sformations func I lons.

trans tlons, ne
models. I I I

Properti f Iishl, lor models, RGB and CMY co Ior um lnatlon
Mode IS es o co

ffuse fl lar
basic llumination models-Ambient I Ight, di IC ectron, sPecu

Models: Light sourc s, I

and phon model, Conespondi n openG L funct lons.

C ding ! Is), I I, I 2-1 I
Text I hapter

I t 0-1

Module 4
l0-3

6-2 to GOE (Excludin u),s-e to 5- I 7(Exclu

l03D3D vie3D View concDVDetection ewl3ceuS rfanda isiblev

PRINCIPAL
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t0

Graphics

color

the

line

attributes,

polygon
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pipeline'. 3D ric\ins coordinate piriali.!'ters Tmnsl,-r' ,':t;rlit'rt liorn uorld to vle\r tng
coordinates. Projcction translbrmatior; lnhogonal prol(iii.,:r!. pcrspectile projections. The
viewport transtbmration and 3D screen coordinates. OpenGL 3D viewing functions. Visible
Surface Detection Methods: Classification of visible surface Detection algorithms, back face
detection, depth buffer method and OpenGL visibility detection functions.
Text-l:Ch : 7-l to 7-1 Exclu 7- 9-l to 9-3 9-td
Module 5

i0Input& interaction, Curves and Computer Animation: Input and Interaction: Input
devices, clients and servers, Display Lists, Display Lists and Modelling Programming Event
Driven Input, Menus Picking, Building Interactive Models, Animating Interactive programs,
Design of lnteractive programs, l.ogic operations .Curved surfaces, quadric surfaces,
OpenGL Quadric-Surface and Cubic-Surface Functions, Bezier Spline Curves, Bezier
surfaces, OpenGL curve functions. Corresponding openGl functions.
Text-l:Chapter :8-3 to &6 (Excluding &5),&9,&10,&t l,!8,&l8,lltlJ-2,t3-3,13-
4,13-10

o Design and implement algorithms for 2D graphics primitives and attributes-
o Illustrate Geomehic transformations on both 2D and 3D objects.

' Apply concepts ofclipping and visible surface derection in 2D and 3D viewing, and Illumination

hics L.

-1: -1-l to 3.1 l: In ut& interaction
Course Outconres: The student will be able to :

Text-2:Ch

Models.
Decide suitable hardware and software for

er Pattern:
The question paper will have ten questions.
Each full Question consisting of20 marks
There will be 2 full questions (with a maximum of four sub questions) &om each module.
Each full question will have sub questions covering all the topics under a module.

one full on from each module.The students will have to answer 5 firlt
Textbooks:

Donald Hearn & Pauline Baker:
Pcarson Education,20l I

Edward Angel: rnteractive computer Graphics- A Top Down approach with openGl, 5'h edition
Pearson Education, 2008

/4 Edition,

,|

Computer Graphics with OpenGL Version,3

Reference Books:

2
3

4

Xiang, Plastock : Computer Graphics , sham's outline series, 2d edition, TMG.
Kel'in .Sung, Peter Shirle),, steven Baer : Interactive Cornputer Graphics, concepts and
applications, Curgage kaming

James D Foley, Andries Van Dam,
OpenGL: pearson education

Steven K Feiner, John F Huges Computer graphics with

L, FiIi Ieam lsevierM M Raikcr, US

",*}ilf;f;d|i,

\^"-,- [*--...
)



40CIE Markst 8cs63
603:2:0 SEE MarksNumber of Contact HoursAUeek

Sub ect Code

3 HrsExam HoursTotal Number of Contact Hours
CREDITS -.4

Course Lc ectives: This course ( t8CS63 will enable studenls to:

o Explain the fundamentals of cloud computing
. lllustrale the cloud application programming and aneka platform
. Contrast different cloud platforms used in industry

Contact
Hours

Module I

ti

dingce-Ori

force.icrosoft
EnvironmentsVirtualIi ti

irtualirtualization,irtualizat
irtualizairtualization

Dchni af CThe slon o Cloud c, nsm at Ga lanc omputinCoonlntroducti gputln
Band centrcsR M ts,Characteristru eferenceA loser odel,CloudlouC C I-ook, Comp ngd,

ebSrstnbutedDDeChal ystemsAhead, opments,lenges
oudCIBuiCCented omputlng,Serv omputlng,

temS Deveandlnfrastnrcture lopment,yscation eveD lo ent,Environmen ts, pmpp
S Goo eServicesAmazon eb Engine,T oechnol gl ApplaP andforms es, (C gltmgompu
AnekaesSaland Manj rasoftcom,M Azure, Hadoop foaxonomT vofCS zed,stlharac teflClffua ZA lntroduction,on,

fo tzalron,Otherton TypesExecuton
seEtl echnoTons ofandPros C otr, logv xampnCloud Computi

Xen: Paravirtualization, VMware: Full V irtualization, Microsoft H

Module 2 l0

Tools

Pri
Overview,ka:

lbundabstracti

Pri

ArchModeference ltectule,ReArchitecture.CCIoud omputlng
ofaasarea Servi oftwSP format asa ce,ASardwareHInfi:astructure
oCS fEconomiC louds,CommunHale C ltyClouds,Pri ouds, ybridCloudsPublic

tandardst SandInC loudtlefinDC oud teroperabion,Chalthe lengesCloud, Open
tional7avacandTnSecu Organivrust,oT eranct F uacalS abi tyv nckafo hcnatomramcworkatfo vFPicatr on ITN,C oudne pp

lonSen iLa ccs,onU ycrromF Groundthe p
Lozatlon, 8rIn fiastructureC ouds Organut d AnekaBtrca on ngSen' ces, pp

dnbHDud vPub c Clo loymenMode cpoCYate udlon trZA ot') )4nenDeplOrga
enMnekaManaand anasemDlmoudC gement,d ngC ou PrograMode.Dep oyment

Module 3 l0

with

Tangent.
r,I Taertzl ask,CharactaskTPrkasT lng'ogrammH lngThroughput Compuigh

Med lcatlon odels,askT -basTask pprameworksFCa Computi ng,Com ES,tegonPut ng
tllcaMP ons,AppSParameter weepel rcatPara ons,App
TaskProaskT asedBAneka lngndencie grammT s,askcti tla onsorkfl DepeApp

erParameteDevodeMons rh thelcatDeodeM

ng:

hithreadi

on:Functional

lnL-hacN,IforSMarallePntroduc ngC Programmi118,Concurrent omputr
APThrcad ls,aWhat ISthac lonsli Threads,Protl n8 PPon,C grammomputa

InAneka, troducinguMith Thrcadsontatl ngParafor elII CechnT ues omPurq
nommoCVSkaAnc ThreadPThreadthe rogramml ng

DomainModcatron el,ThreadsekaAn pprh neka Threads,ocatr NSpp
andStl lne,oMu icat Decomposin,MatrixonitiDec plompos

CLOUD CO\'rPt l'l\(; ilND ITS APPLICATI()\S
(Effectir c fronr the academic ]'ear 2018 -2019)

SEMESTER_VI

PRINCIPAL
SIET., TUMA]<URU

50

l0

ComputingUtility-Oriented

Techniques,

,Cloud

2.0,Virtualization.Historical

Force.com

and

Container,
Services,

CloudIntroduction,
Service. T)?esService.

Clouds,

Aspectsand

FabricPlatform

Modc,
SDK,

Tfuead?,
SingleThread

with
Threads, ProgrammingModcl.

Cosine,

Computing,
for

Applications,Embanassingly

Task

)



\lodulc {
Data lntensive Computing: Map-Reduce Programming, What is Data-lntcnsirc (irmputing'l,
Characterizing Dala-lnlensive Compurations, Challenges Ahead, Historical Perspective,
Technologies for Data-lntensive Computing, Storage Systems, Programming Plalforms,
Aneka MapReducc Programming, Introducing the MapReduce Programming Model,

t0

JI

PR,NCIPAI
srEr.. r. uunifnu

l\{odule 5
l0Cloud Platforms in Industry Amazon Web Services, Compute Services, Storage Services,

Communication Services, Additional Services, Google AppEngine, Architecture and Core
Concepls, Application Life-Cycle, Cost Model, Observations, Microsofi Azure, Azure Core
Concepts, SQL Azure, Windows Azure Platform Appliance.
Cloud Applications Scientific Applications, Healthcare: ECG Analysis in the Cloud, Biology:
Protein Structure Prediction, Biology: Gcne Expression Data Analysis for Cancer Diagnosis,
Geoscience: Satellite Image Processing, Business and Consumer Applications, CRM and

McdiaNSoci al

Course Outcomes: The student will be able to

ERP Online G

o Explain cloud computing, virtualization and classi! services ofcloud computing
. Illustrate architecture and programming in cloud
o Describe the platforms for development ofcloud applications and List the application ofcloud.

uestion Pattern:
The question paper will have ten questions-
Each full Question consisting of 20 marks
There will be 2 full questions (with a maximum offour sub questions) from each module.
Each full question will have sub questions covering all the topics under a module.

from each module.one full
Textbooks:

Rajkumar Bu
McGraw Hill

1y4 Christian Vecchiola, and Thamarai Selvi Mastering Cloud. Computing
Education

Reference Books:
l. Dan C. Marinescu, Cloud Com Th and Practice, M Kaufmann, Elsevier 201 3.n

S@url.-

The students will have to answer 5 full questions.

I
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DATA MI\IN(; 
^\D 

D,\Tl WAREHoTISINC
(Effective from the acadcnric lear 2018 -2019)

SEMESTER _ VI
CIE MarksSubject Code 40

60SEE Marks3:0:0
Exam Hours 3l{rs40Total Number of Contact Hours

CREDITS -3
Coursc Learning Objectives: This course ( t 8CS64l ) will enable students to:

Define multi-dimensional data models.

Explain rules related to association, classification and clustering analysis.

Compare and contrast between different classification and clustering al
Contact
Hours
0ttData Warehousing & modeling: Basic Concepts: Data w

Architecture, Data warehouse models: Enterprise warehouse, Data mart and virtual

warehouse, Extraction, Transformation and loading, Data Cube: A multidimensional data

model, Stars, Snowflakes and Fact constellations: Schemas for multidimensional Data

models, Dimensions: The role of concept Hierarchies, Measures: Their categorization and

arehousing: A multitier

computation, T)? ical OLAP Operations

Module 2
08

Measures of Similarit and Dissimil

tatlon:

Architecture
Data: Quali

AnubeCientEific DatataDa ml compureho$a seuData nrng:implementetion&
LAPocEffi ienlxinde and oII index, processlngBLAPo )overylew itmapIndexing

LAPo Introductioners HUSMOversus LAPoR LAPserverPLAoQueries,
alaDT foT Dat4 tyMData lnChall asks, ypesdata S, lngenge

Module 3

What
Data

0lt

0li

08em Definition, Frequent Item set

Generating Frequent ltem sets, FP-
AssociationAssocia

generation.

Probltion
forethodsMveAlternatiI RuleGeneral on,

tbrlassifica
4uleMod

asedBuleRIn IC ASS fiers,etM odhonInducti CompariDec lonS TreestionC
Classifiers, Nearest Nei bor Classifiers, Ba

ierarchical Clustering,Overview
leu 5odM

HvelomeratiK MeansnA alust€riCI vslsng
bIa cIScaasedBnIC sten Clustering,uDensi Based Graph-g.ty-

Clusteri thmsAI
toablebestudentThetcoOu mcsouC rse

Identi$ data mining problems and implement the data warehouse

question

mod ulefromubsfourof )questions
e.modulatthe CSoverlc allb uest onshave su oprtuth ngIac qE

lemodueachfromfullone1l nlecSE5 Iful ons,haveI answertoIheT students

Evaluation of Association PattemsGrowth A

ian Classifiers

Write associalion rules for a given data pattem.

solution.Choose between classification and c

nP Patt€rn:
o The question paper will have ten questions.

. Each full Question consisting of20 marks

o There will be 2 full questions (with a maximum

Textbooks:
h, Pearson, FirstN inbac taDatouontroducInnteST M chaelan,

PRINCIPAL
S!=r ri-..tA(L|RU

I 8CS64l
Number of Contact HoursA eek

Module I

mining,

ofData:

IS

Analysis:Analysis:

DBSCAN, Cluster Evaluation,

each

underwill

I Kumar:

\r.,--" O.*-t'"



l
impression-2014.
iiauei Ilan. Micheline Kan':bci..lian i'ei: Datr \'1:;:ing -Concepts and Technitluc:. -l Ldttton.

Kaufmann Publisher 201 l.

\n""",- 0-"*7'"
PRINCIPAL

SIET. TUMAK'JRU

Relerence Books:
I . Sam Anahory, Dennis Murray: Data Warehousing in the Real World. Pearson,Tenth

Impression,20l2.
2. Michael.J.Berry,Gordon.S.Linoff: Mastering Data Mining , Wiley Edition, second edtion,20l2.

I
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()B.IEC'I' ORIE\TED MODELING .\ND DESI(;\
(Ellletirc li'om the academic 1'car 20ltl -2019)

SEMESTER _ VI
40CIE Marksl8cs642
60SEE Marks3:0:0

Sub ect Code

3 HrsExam Hours40Total Number of Contact Hours
CREDITS _3

Course Learni ob students toz II enab lecoursc 8CI 64SSThiectives

Describe the concepts involved in ObjecrOriented mode

Demonstrate concept of use-case model, sequenc€ model and state chart model for a given

problem.
Lxphin the facets ofthe unified process approach to design and build a Software system.

Translate the requirements into implementation for Object Oriented design'

to facilitateChoose an a edureate d

lling and their benefits.

Contact
Hours

l\Iodule I

08

associations; Aggregation; Abstract

Constraints; Derived Data; Packages

Text Book-l: Ch 1,2,3 and 4

tion?orientabjI\{odelling:

techniquehi
concepts;obj

tionlnheri
concepls;

etadata: Reification;ti

WhateclISWhat onA Classdelli oC nodMntrod ceptsI ction, ng
oodevefo oo ment;usefulness lopvidenceEoooo devels Iopment?

ThreelonabstractodellM ng;ll ilsodeM Designtngmode storylling
lonsandink assocralLect andModel Concept;C lassmodels. ling

of classaN models;class vrgatance sampleandGeneralization
send Nonssoclatllassc -aryandd ancedodelassC Mdvanced tling,

MMul ple

Module 2 08vervlew;
ew;uirements

bjoutputs-The
ob:Di

-orientedectIedDetaio objuirementsledDetaiand ReqModeseCaseU ng
andlnputcenanouse Identifyingcase/SProcesses-IItlnl ons Sdefi ysteReq

state chartTheehaB vlouro ectldentide lnngS ragramsequencystem
odc S.M-orientedecllntegratedagram

I 2to 502 062k- CextT Boo
Module 3 08

lt d t2r-l

ol):Conceptifc
Domai

teratitiDomai

ProccssnDomaandltlSESSProc ystc
a Sse\'D ystemrngS temleC ysycstages:Development OverviewAnan sSlem ysrtatement.acona probnlr prepanngelaboraconc ceptept nonracintcINDomamodelten stamodeASSn CIof analysis; Doma

the analysis.
Text Book-l:Cha
Module 4 08tions Objec

thinDesiDesignridge
methods;defi

cation
Components;Structuri

tcdOrien Designterath lnD scl tncSDc uphcT pltionRcaliza rgnscU asec
andlassesC cnand lementation:tsn I-PbetweenBThe Requireme

Desntn n8,andase 8ruseU CReaD |Ztnglnteractionlas D ragrams-C agrams;
PacD Diagrams-ass kageCItheU laSramDesignrngCommuni pdatrh Diagrams

DesrLaTbree-lortron gnsuesslementa yeorMlhe lmPn a)

292 346to8erCk-Boo 2eT xt
Module 5

08biDesi desi

desi

thedesDescri gn pattems,2des ng1SwhalInlroduction pattemgnatlemsPcn VCsoldes cnHowtaloca gt pattemstheo guettdesiftalo o ems, rganrzfiEca pagngue
onaCreatittemuto SChowlect alo sehow

Number of Contact HoursA!'eek

object
inheritance;

forThemes:
The

Class
model;

classes;

Overview:Analysis:ConceptionOverview,
Development

model:

a

a

\r""-" q.*-T",
PRINCIPAL

SIET rgrapllgpg.



prototype and singlclon (on:! ): strlrcl'.ii3l patterns adaptor illr(l frir)\ \ l on lv )

Text Book-3: Ch-l: I.l, l.-1, l.{, 1.5. l.ti, 1.7, l.8,Ch-3.Cii-1.

. Describe the concepts ofobject-oriented and basic class modelling.
o Draw class diagrams, sequence diagrams and interaction diagrams lo solve problems
o Choose and dcsi for thea cm.

PRINCIPAT
SIEI.. TUMAKURU

.lt

estion P Pattc rn
The question paper will have ten questions.

Each full Question consisting of 20 mark
There will be 2 full questions (with a maximum of four sub questions) from each module.
Each full question will have sub questions covering all the topics under a module.
The students will have to answer 5 fi.rll fiom each moduleone full

Michael Blaha, James Rumbaugh: Object Oriented Modelling and Design with UML,2
Pearson Education 2005
Sauinger, Jackson and Burd: Objectorienrcd Analysis & Design with the Unified process,

Cengage Leaming 2005.
Erich Gamm4 Richard Helm, Ralph Jobnson and john Vlissides: Design Pattems -Elements of

)

3.

Edition.

Reusable O ect-Oriented So Pearson Education,2007
Reference Books:

l. Grady Booch et. al.: Object0riented Analpis and Design with
Education,2007.
2.Frank Buschmann, RegineMeunier, Hans Rohnert, Peter Sommerlad, Michel Stal: pattem -2.

3.
Ori Archi

ecrOrientedbj licationsDesign
edition,

ented Softrvare teclure s of lumeo I wJohn andystem 2007Sonspaltems iley
3 oocB Jaco oh. Anal I andsbson, thRambaugh 3ys pp

I20 l

Edition,Pearson

Course Outcomes: The student will be able to :

Textbooks:



CRYPTOGRAPH\" NET\I'ORK SECURITY AND CYBERI.,\\\
(Effectite liom the academic year 2018 -2019)

SEMESTER - VI
CIE MarkslScs&3 .10

603:0:0 SEE Marks
Subiect Code
Number of Contact Hours/Week

3 HrsExam Hours.10Total Number of Contact Hours
CREDITS _3

Course Learning Objectives: This coursc ( l8CS643) will enable students to:

Explain the concepts ofCyber security
lllustrate key management issues and solutions.
Familiarize with Cryptography and very essential algorithms
Introduce cyber I-aw and ethics to be followed.

Contact
Hours

Module I

08lntroduction - Cyber Attack, Defence Strategies and Techniques, Guiding Principles,

Mathematical Background for Cryptography - Modulo Arithmetic's, The Greatest Comma

Divisor, Useful Algebraic Structures, Chinese Remainder Theorem, Basics of Cryptography -

Preliminaries, Elementary Substitution Ciphers, Elementary Transport Ciphers, Other Cipher
Properties, Secret Key Cryptography - Product C iphers, DES Construction

Module 2
08Public Key Cryptography and RSA - RSA Operations, Why Does RSA Work?, Performance,

Applications, Practical Issues, Public Key Cryptography Standard (PKCS), Cryptographic
Hash - Introduction, Properties, Construction, Applications and Performance, The Birthday
Attaclq Discrete lrgadthm and its Applications - Introduction, DiIfie-Hellman Key
Exchange, Other Applications.
Module 3

Key Management - Introduction, Digital Certificates, Public Key Infrastructure, Identity-
based Encryption, Authentication-I - One way Authentication, Mutual Authentication,
Dictionary Attacks, Authentication - II - Centalised Authentication, The Needham-

Schroeder Protocol, Kerberos, Biometrics, IPSec-Security at the Network Layer - Security at

Different layers: Pros and Cons, lPSec in Action, Intemet Key Exchange (IKE) Protocol,

Security Policy and IPSEC, Virtual Private Networks, Security at the Transport Layer -
Introduction, SSL Handshake Protocol, SSL Record layer Protocol, OpenSSL

Module 4
08IEEE 802.11 Wircless LAN Security - Background, Authenticatio4 Confidentiality and

Integdty, Viruses, Worms, and Other Malware, Firewalls - Basics, Practical Issues,

Intrusion Prevention and Detection - Introduction, Prevention Versus Detection, Typcs of
Instruction Detection Systems, DDoS Attacks Prevention/Detection, Web Service Securily -
Motivation, Technologies for Web Services, WS- Securiry, SAML, Other Standards.

Module 5
08IT act aim and objectives, Scope of the act, Major Conceps, Inporrant provisions,

Attribution, acknowledgement, and dispatch of electronic records, Secure electronic records

and secure digital signatures, Regulation of certi$ing authorities: Appointment ofController
and Other officers, Digital Signature certificales, Duties of Subscriben, Penalties and

adjudication, The cyber regulations appellate tribunal, Offences, Network service providers
not to be liable in certain cases, Miscellaneous Provisions.
Course Outcomes: The student will be able to :

Discuss cryptography and its need to various applications

PR'NCIPAI
stEr, ruvaku:nu

')

08



Design and develop simple ct)pto'{.aphy algorithrns
Understand cyber sc'curitl' anci ntctl cvbcr Lau'

uestion P Pattern:
The question paper will have ten questions.

Each full Question consisting of20 marks
There will be 2 full questions (with a maximum of four sub questions) from each module.

Each full question will have sub questions covering all the topics under a module.

The students will have to ans*cr 5 full from each module.one full
Textbooks:

l. Cryptography, Network Security and Cyber [:ws - Bemard Menezes. Cengage Leaming 2010
edition (Chapters- t,3 A5,6 J 3 LtO,t t,tZJ

Reference Books:
l. Cryptography and Network Security- Behrouz A Forouzan, Debdeep Mukhopadhyay, Mc-

GrawHill, ld Edirion, 2015
2. Crypography and Network Security- William Stallings, Pearson Educatiorr 7't Edition
3. Cyber Law simplified- Vivek Sood, Mc-GrawHill, l lt reprint , 2013

4. Cyber security and Cyber Laws, Alfred Basta, Nadine Basta Mary brovm, ravindra kumar,
Cengage leaming

PRlNcrpar
SIET. i ur/,"rj^,
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IIOBILE APPLICATION DEVELOPIIENT
(OPEN ELECTIVE)

(Effective from the academic year 2018 -2019)
SEMESTER - VI

40CIE Marks
60SEE Marks3:0:0Number of Contact Hours/Week

Total Number of Contact Hours 40 Exam Hours 3 Hrs

CREDITS -3
Cou rse Lea rnlng obj ectiYes Th I s course ( I 8CS65 I ) I I enab lc studen ts

IL"u- to setup Android application deve lopment environment

. Illustrate user interfaces for interacting with apps and triggering actions

. Interpret tasks used in handling multiple activities

. ldentiry options lo save persistent application data

oA ise the role of and in Android catrons

Module - I
Teaching
Hours

Get ed, B Id 1i rst app cti tles Testrng, debuggrng and usln e support I ibraries 8 Hours
start u I your

Module - 2
Testrng UIDe I ghttuI expenence, yourU SCI Interacti on, I user

Module 3
and background tasks 8 Hours

Background Tasks Tnggenng, scheduling optrmrzlng

Module 4
th 8 Hours

da Preferences and Settings, data uslng SQLite, Sharing data
AI I about ta,

Load data [.oaderscontent
Module 5

8 Hours
P Performance Security Firebase and AdMob, Publish

ernlsslons,

Counie outco mes The students should able

ndroi d appl icati by settt nc up Android deve lopment cnvl ronmcn t
tcst debug on

wide of dev tccs.that work ross a rangc
Imp I c lncn t adap t c, r€sponslve uscr

work I at IonS

In fer I taskS and background In app tc
on

icationsda ndroid Iand ta app
Dcmon stratc methods ln stonng, Sharing rctneung I l1

andf secun ty
performance of andro id applications and understand the role o perml sslons

rh the rld
lvcd I ish ndro I d I icati on to share

Describe th c nvo n

Question PaPer Pattern:

The question paper will have ten quesuons'

Each full Question consisting of20 marks

There will be 2 full questions (with a maxim h mod leum of four Sub questi ons ) from cac u

modul
I I I ha sub questlons coVCIIng all the toplcs under a e

Each tu I questl on ve
from each mod I

5 tul I uestr ons, one fu I I stlon u e
$den I I ha tThe S tS o

Textbooks:
Concept Reference

I T Android Developer Fundamental S Course
I Goo Ie Deve oper ralnl n

tbook com/book/ google-
Googl D loper Tralmng Team, 20 I 7 https gr

e eve
epts/

deve loper-trarnlng/androi fundamenta s-course-conc

from the above link
ddeve loper deta I s (Down Ioad pdf tile

Reference Books:

\n*.- q-,*rlu
PRINCIPALerF 'i'-,. . <',;FU

l8cs65lSubject Code

to:

E Hours

Storing

and
be to:

andCreate,
interfaces

mnnlng Android

Analyze

answer



5. Erik IL.llnrun. "-A,ndroid Progian'::ning Pu.hi-',,: 'i:c l.inrits". l" Edition- \\'i)ey lndia Pr'. I-ttl.
t0ll.

6. Dawn Griffiths and David Griffiths, "Head Frrsr Android Development", l" Edition. O'Reilly
SPD Publishers, 2015.

7. J F DiMarzio, "Beginning Android Programming with Android Studio",4'h Edition, Wiley India
Pvt Ltd, 2016. ISBN-I3: 978-8126565580

8. Anubhav Pradhan, Anil V Deshpande, " Composing Mobile Apps" using Android, Wiley 2014,
ISBN: 978-8 l -265-46,60-2

",#TUff,#*,



INTRODI.]CTI()\ TO D,\TA SRUCTURES AND AL(]0ItITH \IS
(EtTectir e from the academic year 20lE -2019)

SEMESTER-VI
40CIE Marksl8cs652Sub ect Code
60SEE N{arks3:0:0Number of Contact HoursA eek
3 HrsExam Hours40Total Number of Contact Hours

CREDITS _3

ectives: This course 18C5652 will enable students toCourse

Contact
Hours

Module I

08Introduction to C, constants, variables, data t)?es, input output operat

expressions, control statements, arrays, strings, built-in functions, user defined functions,

structures, unions and pointers

ions, operalors and

Text Book 1: land2
Module 2

08Algorithms, Asymptotic notations, lntroduction to data structures,

r3and4

Types of data structures,

Text Book 1:

Arrays

Module 3
08

5and6

Linked lists, Stacks

Text Book 1: C
Module 4

08
Queues, Trees

Text Book l: 7and8
Module 5

08Graphs, Sorting ,(selection, insertion, bubble, quick)and searching(Linear, B

7and8Tcxt Book l: C

inary, Hash)

Course Outcomes: The student will be able to :

Identi! different data structures in C programming language

Appraise the use ofdata structures in problem solving
INlement data structures usin C

The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum of four sub questions) from each module'

Each full question will have sub questions covering all the topics under a module.

The students will have to answer 5 full ons, selec one full on from each module

Tertbooks:
Data structurcs us C,E McGra Hill education Ind P!1. L 20t3I I a

Reference Books:
NIL

Ouestion PaDer Pattern:

\n*",- 0-"*-
PRINCIPAL

SIEI.. TUMAKURTJ.
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PYTH():',\ PPLICATIO\ PROGR.\\I\I I\(;
(OPEN ELECTIVE)

(Effective frnm the academic year 2018 -2019)
SEMESTER - VI

CIE i\f arks 40Subject Code r8cs653

3:0:0 SEE Marks 60Number of Contact HoursAUeek
3 HrsTotal Number ofContact Hours 40 Exam Hours

CREDITS _3

Course Learning Objectives: This coursc ( l8CS653) will enable students to

. Learn Syntax and Semantics and create Functions in Pyhon.

. Handle Strings and Files in Python.

. Understand Lists, Dictionaries and Regular expressions in Python.
o Implement Object Oriented Programming concepts in B/thon
o Build Web Services and intsoduction to Network and Database Progra.mmingin Pyhon

Teaching
Hours

Nlodule - I

8 HoursWhy should you leam to write programs, Variables, expressions and stalements,

Conditional execution, Functions
Module - 2

8 HoursIteration, Strings, Files

Module - 3

8 HoursLists, Dictionaries. Tuples, Regular Expressions

Module - 4
8 HoursClasses and objects. Classes and functions, Classes and methods

8 HoursNeworked programs, Using Web Services, Using databases and SQL

Course outcomes: The students should be able to:

. Examine Python syntax and semantics and be fluent in the use of Python flow control and

functions.
. Demonstrate proficiency in handling SringS and File Systems.
. Create, run and manipulate Pyhon Programs using core data structures like Lists, Dictionaries

and use Regular Expressions.
. Interpret the concepts of Object-Oriented Programming as used in Pfhon.
. Implement exemplary applications related to Network Pmgramming, Web Services and

Dalabases in Python.

Question Paper Pattern:
a

a

The question paper will have ten questions.

Each full Question consisting of20 marks

There will be 2 full questions (with a maximum of four sub questions) from each module.

Each full question will have sub questions covering all the topics under a module.

The students will have to answer 5 full questions, selecting one full question from each module

Text Books:

3. Charles R. Severance, "Pflhon for Everybody: Exploring Data Using Plahon 3", I
CreateSpace lndependent Publishing Platform, 2016. (http:/dol.dr-
chuck.com./pythonleam/EN_us/pyhonleam.pdf )

" Edition,

I - 13, 15)

PRINCIPAL
SIET.. TUMAKURU

Module - 5

\n--,,- b-.-;"



-+ Alleu B. Downey. "Think Py'thon: How to Think Like a Computer Scienti

Tca Press. 2015. (http://greenteapress.comi thinkpython2ithinkpythonl-pd0
Dou'nload files from the above links

PRINCIPAL
SIE[.. TUMAKURU

st". I ' Ftiition. (irccn
(( hafterj ij. l(). l7)

\.,*.*
)

Reference Books:

l. Charles Dierbach, "Introduction to Computer Science U

Plt Ltd. ISBN- l3: 978-8126556014

MarkLutz,..ProgrammingPython'',4thEditioruo'ReiuyMedia'20ll.ISBN-13:978.
9350232873
wesley J chun, ..corc Python Applications Programming", 3rd Edition,Pearson Education India,

20 t 5. ISBN- I 3: 978-9332555365

Roberto Tamassi4 Michael H Goldwasser, Michael T Goo&iclL "Data Structures and Algorithms

in Python",l stEditiorL Wiley India h/t Ltd, 2016' ISBN-13: 978-8126562176

Reema Tharej4 "Python Programming using problem solving approach"' Oxford university

2

3

4

5
20t7

sing Python", lst Edition. Wiley India

[r*.-.



S}'STENI SOFTWARE ..\\D OPER,tTI\G SYSTEM LABORATORY
(Effcctivc fronr the academic 1'ear 2018 -2019)

SEMESTER _ VI
40Sub ect Code I8CSL66 CIE Marks

Number of Contact Hours/Week 0:2:2 SEE Marks 60
Total Number of Lab Contact Hours l6 Exam Hours 3 Hrs

Credits - 2
Coursc Learnin o cctives: This coursc I 8CSL66b will enable studenls to:

To make students familiar with [.exical Analysis and Syntax Analysis phases of Compiler Design
and implement programs on these phases using LEX & YACC tools and/or C/C++/Java
To enable students to Ieam different types of CPU scheduling algorithms used in operating
system-
To studemake abnts tole lement rncmo I meacc andnt deadltmp ockry management page rcp
handl

Desc ri if
prepared with minimum rhree hles (Whcre ever necessary):

l. Header file.
2. tmplementarion file.
3. Application file where main funcrion will b€ present.

The idea behind using three files is to differentiate between the developer and user sides. In the
developer side, all the tkee files could be made visible. For the user side only header fite and
application files could be made visible, which means that the object code ofthe implementation
file could be given to the user along with the interface given in tlre header fire, hiding the source
file' ifrequired. Avoid vo operations (printflscanf) and $e dota inpurfile where e'ir it is
possible.

List:

a.

Exercises to bc

P
I

id arithmetic
iden ificrs

10 ze Iyarecogn Identi INfierse.\)fesston. the
ex ron c Idou be Ion tetnpres an d +tdcou bcv SCrS and Coperators ou thent t &

ors scnt and nt them tcl
b Write YACC program to eval

and /
e4tression involving operators\ate arithntetic

2 Dcvc Io lemcnt and Exec tcu ap, Imp USpro tool toSfam allzctng recogn strings
bth Lls,t thc a h note ,l al cu )

LL(I)
Tahle

senlence:

Des devc and I cmentIl8n /CCClop mp conslructpro PredictiSram
rslPa thc nla rur esI,t8 --rtBu B-qrin] 4bB Ue. tSE Ih tas lb l' to ht cI parse

0bha t
.l

Parsing
Tt'FT, idF,

id id

deve a Ind I Yement CCAlop /Cmp demonstrate Rprogram educeSh,fi
thefor +IU Eles:technique )E T Tgrammar F and

thc sen +tence id
5 mplement a C/Java

-B * (C +D) whose

TI =-B
T2=C+D
T3=Tl+T2
A :73

Triple
fiorm:

and machithe negramPro codegenerate s
lhefor statement A ntermediate code ln three-addres s

6

PRINC'PAL
SIET ,: 

',1tJ

Write a LEX program

YACC

3. to
for A

Design, to

4(E)

Design, develop to uslng

\a--r- ["**,-



a Write a LEX prograrn to eliminate commui ft'rre.r in a C progratn and copy the restrlting

prograrl inlo a separate llle.

Write YACC program lo recognize valid identifier, operators und keyrards in the given text

(C prog'ant\ ftle.
b

Design, develop and implement a Clc++llava program to simulate the working of Shonest

remaining time and Round Robin (RR) scheduling algorilhms. Experiment with different

quantum sizes for RR algorithm.

'7

Design, develop and implement a CIC+lJava prognm to implement Banker's algorithm

Assumc suitable input required to demonstrate the results
8

Design, develop and implement a C/C++/Java program to implement page replacement

algorithms LRU and FIFO. Assume suitable input required to demonstrate the results.
9

Laboratory
. Implement and demonstrate [-exer's and Parser's
o Evaluate different algorithms required for management, scheduling, allocation and

communication used in operating

Conduct of Practical Examination:
o All laboralory experiments, excluding the first, are to be included for practical examination.
. Experimentdistribution

o For questions having only one part: Students are allowed to pick one experiment from the
lol and are given equal opportunity.

o For questions having part A and B: Students are allowed to pick one experiment from
part A and one experiment from part B and are given equal opportunity.

o Change ofexperiment is allowed only once and marks allotted for procedure part to be made

zeto.
o Marks Distribution (Subjected to change in accoradance with university regulations)

m) For questions having only one part - Procedure + Execution + Viva-Voce: l5+7}rl5 :
100 Marks

n) For questions having part A and B
i. Part A -Procedure + Execution + Viva = 4 + 2l + 5 = 30 Marks
ii. Part B - Procedure + Execution + Viva : l0 + 49+ | | = 70 Marks

PF.INCIPAT
SlEi. I UiIAKJF.IJ

Outcomes: The student should be able to:

\n*-" 0-r**a''



COII PT]TER (;RAPHICS LABORATo'{\' \\'ITH MINI PROJECT
(Effcctirc trom the academic r car 2018 -2019)

SEMESTER - VI

Crcdits - 2

lmplement Brenham's line drawing algorithm for all types ofslope.
Refer:Text- l: Chapter 3.5
Refer:Text-2: Cha It

Subject Code l8CSL67 CIE ll{arks 40
Number of Contact HoursAl eek 0:2:2 SEE {arks 60

Exam HoursTotal Number of Lab Contact Hours 36

Course Lcarn ectivcs: This course I8CSL6 will cnablc sludcnls lo:
. Demonstrate simple algorithms using OpenGL Graphics Primitives and attributes.
. Implementation of line dra*'ing and clipping algorithms using OpenGL functions
o Design and implementation of algorithms Geometric transformations on both 2D and 3D objects

Descriptions (if any):

Programs List:
PARTA

Design, develop, and implement the following programs using OpenGL API
I

2 Create and rotate a triangle about the origin and a hxed point.
Refer:Text- l: Chapter 5-4

3 Dmw a colour cube and spin it using OpenGL lransformation matrices.

Refer:Text-2: Modelling a Coloured Cube
Draw a color cube and allow the us€r to move the camera suitably to exp€riment with
perspective viewing.
Refer:Tert-2: Topic: Positionirg of Cemera

4

Clip a lines using Cohen-Sutherland algorithm
Refer:Text-l: Chapter 6.7
Refer:Tert-2: Chapter 8

5

6 To draw a simple shaded scene consisting ofa tea pot on a table. Define suitably the
position and properties ofthe light source along with the properties of the surfaces ofthe
solid object used in the scene.

Refer:Text-2: Topic: Lightinq and Shading
7 Design, develop and implement recursively subdivide a tetrahedron to form 3D sierpinski

gasket. The number ofrecursive steps is to be specified by the user.

Refer: Tert-2: Topic: sierpinski gasket.

li Develop a menu driven program to animatc a flag using Bezier Curve algorithm
Refer: Text-l: Chapter 8-10

9 Develop a menu driven program to fill the polygon using scan line algorithm
PART B NITNI PROJECT

Student should develop mini project on the topics mentioned below or similar applications using Open

GL API. Consider all types of attributes like color, thickness, styles, font, background, speed etc., while
doing mini project.
(During the practical exam: the students should demonslrate and answer Viva-Yoce)
Sample Topics:
Simulation of concepts ofOS, Drfr structures, rlgorithms etc.
Laboratory Outcomes: The student should be able to:

. Apply the concepts ofcomputer graphics
o Implement computer gJaphics applications using OpenGL

PRINCIPAL
SIET., TUMAKURU

3 Hrs
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Conducl ol Practical Examination:
Animale real world problems Lo

Experiment distribution
oForquestionshavingonlyonepart:Studentsareallowedtopickoneexperimentfromthe

lot and are given equal opportunity-

o For questiois having part A and B: Students are allowed to pick one experiment from

part i and one experiment from part B and are given eqrral opportunity'

Change of experiment is ailowed only once and marks alloted for procedure part to be made

zero-
Marks Distribution (Subjecrcd ro change in accoradance with u"iversiav regulations)

oi r* qu"stiors having only one p-art _ procedrne + Execution + viva-voce: 15+70+15 =

100 Marks
p) For questions having Part A and B

i. p"tt e - pto"rau." 1 6x6su1is1 + Viva : 4 + 2l + 5 = 30 Marks

ii. Part B - Procedure + Execution + Viva = l0 + 491- I I = 70 Mar*s

All laboratory experiments. excluding the first. are to be included for practical exarnination.

\o*,"- L,"-t'*"
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IIIOBII-} ..!'I';-ICATION DEVELOP\IE\]'
(ElTectir c ;i oil the academic J-ear 20I8 -2019)

SEMESTER_VI
Sub ect Code
Number of Contact HoursAVeek

.t0I8CSMP68 CIE lllarks
0:0:2 SEE Marks 60

Total Number of Lab Contact Hours 3 Hrs/Week lxam Hours 3 Hrs
Credits - 2

Course Learn ectives: This course ( l8CSMP68 will enable students to:
Learn and acquire the art ofAndroid Programming.
ConfigureAndroid studio to run the applications.
Undentand and implement Android's User interface functions.
Create, modify and query on SQlite database.

different methods of data senlces.

ms List:

L APIand im lement the
PART A

an application to design aVisiting Card. The Visiting card should havea
companylogoatthe top right corner. The company name should be displayed in
Capital letters, aligned to the center. Information like the name of the employee, job
title, phone number, address, email, fax and the website address isto be displayed_
lnsert a horizontal line between thejob title and the phone number.

COMPANY NAME
ti'----7

EI

Create

Em.a, r$&a ror d.d!

2. icalion usingcontrols like Button, Textview. gditfext for
designing a calculatorhaving basic functionarity like Addition, Subtraction,
MultiplicatiorlandDivision.

Develop an Android appl

l.t

.,$|$ffi*,

Descriptions (if anv):

I



SIMPLE CALCULATOR

Result

EtrIE
EI
tr
E
E

E
trI
EI

tr
tr
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3

3 Create a SIGN Up activity with Username and Password. Validation of password

should happen based on the following rules:

o Password should contain uppercase and lowercase letters.

. Password should contain letters and numbers.

. Password should contain special characters.

o Minimum length of the password (the default value is 8).

SIGNUP ACTIVITY

SIGN UP

PRINCIPAL
SIET. TUMAKURU

)

On successful SIGN UP proceed to the next Login activity. Here the user should

SIGN IN using the Usemame and Password created during sigpup activity. If the

Usemame and Password are matched then navigate to the next activity whichdisplays

a message saying "Successful Login" or else display a toast message saying "Login

Failed".The user is given only two attempts and after thatdisplay a toast message

saying "Failed Login Attempts" and disable the SIGN IN button. Use Bundle to

transfer information from one activity to another.



LOGlN ACTIV]TY

SIGN IN

Develop an application to set an image as wallpaper. On click of a button, the

wallpaper image should start to change randomly every 30 seconds.

CLICK HERE TO CHANG€ T/VALLPAPER

CHANGING WALLPAPER APPLICATION

Write a program to create an activity with two buttons START and STOP. On

pressingoftheSTART button, the activity must start the counter by displaying the

numbers from One and the counter must keep on counting until the STOP button is

pressed. Display the counter value in a TextViewcontrol.

START

STOP

5

Create two flrles of XML and JSON type with values for City-Name, Latitude,

Longitude, Temperature,andHumidity. Develop an application to create an activity

with two buttons to parse the XML and JSON files which when clicked should

display the data in their respective layouts side by side.

*s*ff'

4.

COUNTER APPLICATION

6.



PARSING XN1L AND JSON DATA

XHL DATA JSON Doto
PARSING XML AND JSON DATA

Gty-f.loma Hy6o.e

Ldirude 12295

Lotrfrlude: 75 53c

Tdrpa.oarrc 22

llst*Jity qO%

Cdy_Norne Hyeore

Lotrtud€ 12'.2qs

Loniiqdo 76 63q

Ternp€.du.e 22

Hvmrdty q)t6

Po.se XtlL Doto

Develop a simple application withoneEditTextso that the user can write some text in

it. Create a button called "Convert Text to Speech" that converts the user input text

into voice.

Con .rt Tarr to Spe.cli

TEXT TO SPEECH APPLICATION

Create an activity like a phone dialer withcAlland SAVE buttons. On pressing the

CALL button, it must call the phone number and on pressing the SAVE button it
must save the number to the phone contacts-

!2345678rN)

OTLL

CALL AND SAVE APPLICATION

8

PART B

I Write a program to enter Medicine Name, Date and Time of the Day as input fiom

the user and store it in the SQLite database. Input for Time of the Day should be

either Moming or Aftemoon or Eveningor Night. Trigger an alarm based on the Date

and Time of the Day and display the Medicine Name.

I

I e-e" .lsotl Oao

7.

I sA/E I

E
tr trItrI
Eltrl trl
EEE
EIE EI
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MEDICINE DAJABASE

l'ledacme Nome

Dote

IEn€ ol thG Day

Develop a content provider application with an activity called "Meeting Schedule"

which takes Date, Time and Meeting Agenda as input from the user and store this

information into the SQLite database. Create another application with an activity

called "Meeting lnfo" having DatePicker control, which on the selection of a date

should display the Meeting Agenda information for that particular date, else it should

display a toast message saying 'No Meeting on this Date".

S€orcl

OK

Add Me€trng All€odo

Pd 6 dd. lo f.t m.be nb

MEETING SCHEDULE

Trme

MeGling Agendo

p4
E

Dote

MEETING INFO

3 Create an application to receive an incoming SMS which is notified to the user. On

clicking this SMS notification, the message content and the number should be

displayed on the screen. Use appropriate emulator control to send the SMS message

to your application.

\n-",- 0-"*; -,

PRINCIPAL
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SMS APPLICATION

Dicploy Sf'lS t*,rnber

Diaphy SHS fleitoer

Write a program to create an activity having a Text box, an

Create buttons. The user has to write some text in the Text box. on pressing the

create button the text should be saved as a text file in MkSDcard. on subsequent

changes to the text, the save button should be pressed to store the latest content to the

same file. On pressing the Open button, it should display the contents from the

previously stored files in the Text box. If the user tries to save the contents in the

Textbox to a file without creating it, then a toast message has to be displayed saying

"First Create a File".

FILE APPLICATION

d also Save, Open andl

Forward, Backward, Play and Pause an audio' Also, make use

seek bar to move the audio forward or backward as required'

ll

ouscrtheal o Slac mcdrale basans p yerthaln() demotoa catrrca ancC pp
thethe

MEDIA PLAYER APPLICATION

5

d. Theandrotntasksofeth usetoon demonstrate AsynchronoustlaneveD appop
One movtnsaofemen the mptdshotask ulhronousAS mpync

n otfromscrod ghshoulmesseth banner agekastaS Trtthepresslng
erbanntheLetoulsh dhe stopbannerkas messagebuS T tton,S n ethno toppres

\n"-,"^, b*.
)
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indicator inof

banner.functionality
left.button,
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ntssagc be "Dcmonsllri:r,r ()l',.\tvnchr\)r1rrL:s Task".

ASYNCHRONOUS TASK

Storr To6k

End Tosk

7 Develop an application that makes use of the clipboard fiamework for copying and

pasting of the text. The activity consists of two EditText controls and two Buttons to
trigger the copy and paste functionality.

CLIPBOARD ACTIVITY

8 Create an AIDL service that calculates Car Loan EMI. The formula to calculate EMI

E = P * (r(l+r)')/(1+r)tr-l)
where

E : The EMI payable on the car loan amount
P : The Car loan Principal Amount
r = The intercst rate valuc computed on a monthly basis
n : The loan tenure in the form of months

The down payment amount has to be deducted from the principal amount paid
towards bufng the Car. Develop an application that makes use of this AIDL service
to calculate the EMI. This application should have four EditText to read the
PrincipalAmount, Down Payment, Interest Rate, Loan Term (in months) and a button
named as "Calculate Monthly EMI". On click of this button, the result should be
shown in a TextView. Also, calculate the EMI by varying the Loan Term and Interest
Rate values.

IS

\u,-,-..^-- Q-'*-'^"r
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CAR EMI CALCULATOR

Pnncpol Amot,l1.

Ool,rn Poyrncnt

Interest Rote

Loon Term (n rrontig):

EMI: Result

Colcut*e l,hnthly EMI

Outcomes: The student should be able to:

Apply the concepts ofcomputer graphics

lmplement computer graphics applications using OpenGL

Animate real world problerns using

Conduct of Practical Examination:

Text Books:

l. Google Developer Training, "Android Developer Fundamentals Course - Concept
Reference", Google Developer Training Team, 2017.

(Download pdf file from the above link)

https:l.r*.ll'rv, gitbook.corni'boo k/soosle-developer-trai n inglandroid-developer-
fundamenl als-course-concepts./details

Reference Books:

I . Erik Hellman, *Android Programming - Pushing the Limits", I 'r Edition, Wiley India
Pvt Ltd, 2014. ISBN-I3: 978-8126547 197

Laboratorv

. All laboratory experiments, excluding the first, are to be included for practical examination.

. Experimentdistribution
o For questions having only one part: Students are allowed to pick one experiment from the

lot and ar€ given equal opportunity.
o For questions having part A and B: Studsnts are allowed to pick one exPeriment from

part A and one experiment from part B and are given equal Aportunity.
o Change ofexperiment is allowed only once and marks allotted for procedure part to be made

zefo-
o Marks Distribution (Subjected to change in accoradance with universily regulations)

q) For questions having only one part - Procedu'e + Execution + Viva-Voce: I 5+7Gr I 5 =
I fi) Marts

r) For questions having part A and B
i. PartA-Procedure+Execution+Viva:4 + 2l + 5:30Ma*s
ii. PartB-Procedure+Execution+Viva: l0 + 49r ll:70Marks

\n*,- u*tL:.,
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2. Das'n (irilllths and Davii Gritfiths. "Head First Android Development" Edition., I"
O'Rcilll SI'l) l'Lrblisircls. l0 i5. ISBN-i-l: 97ri-Lir jllll-l.li

3. Bill Phillips. Chris Stewart and Kristin Marsicano, "Android Programming: The Big
Nerd Ranch Guide", 3'd Edition, Big Ncrd Ranch Guides. 2017. ISBN-I3: 978-
0134706054

\n*,- 0t*-,"'.'
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ARTIFICIAL I:(TELI,IGE\CE AND MACHINE LE.\R\I \(;
(Effective from the academic year 20lE -2019)

SEMESTER _ VII
.10l8cs7lSub ect Code
60

CIE Marks
SEE Marks4:0:0Number of Contact HoursA eek

3 HrsExam Hours50Total Number of Contact Hours
CREDITS-4

Coursc Learning Objectives: This course ( l8CS7l ) will enable students to:

o Explain Artificial Intelligence and Machine Leaming
o Illustrate AI and ML algorithm and their use in appropriate applications

Contact
Hours

Module I

l0What is artificial intelligence?, Problems, problem spaces and search, Heuristic search

Texbook 1: Chapter 1 2and3

techniques

Module 2
Knowledge representation issues, Predicate logic, Representaiton

Concpet Leaming: Concept leaming task, Concpet learning as search, Find-S algorithm,

Candidate Elimination Algorithm, lnductive bias of Candidate Elimination Algorithm.

Texbook2: Chapter 2 (2.r-2.5,2.71

knowledge using rules

Texbook l: Chapter 4' 5 and 6

Module 3
l0Decision Tree Leaming: Introduction, Decision tree represertation, Appropriate pro

Aritificil Nueral Network Introduction, NN representation, Appropriate problems,

Perceptrons, Backpropagation algorithm.

Texbook2: Chapter 3 (3,1-3.4 3.6), Chapter 4 (4.1-4.5)

blems,

ID3 algorith, lnductive bias of ID3 algorithm.

Module 4
l0Bayesian Leaming: Introduction, Bayes theorem, Bayes theorem and c

and LS error hypothesis, ML for predicting, MDL principle, Bates opti
algorithm, Navie Bayes classifier, BBN, EM Algorithm

oncept leaming, ML
mal classifier- Gibbs

Texbook2: Chapter 6
Module 5

l0lnstance-Base Leaming: lntroduction, k-Nearest Neighbour Leaming,
regression, Radial basis function, Case-Based reasoning.

Reioforcement Learning: tntroduction, The leaming task, Q-Leaming

Texbook 1: Chapter E (8.1-8.5), Chapter 13 (13.1 - 13.3)

Locally weighted

Course Outcomes: The student will be able to :

Appaise the theory ofArtificial intelligence and Machine Leaming

Illustmle the working of AI and ML Algorithms.
Demonstrale the applications of AI and ML.

Question Paper Pattern:

\n*"'- Q-"*-,:r-,
. ,t{u
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1 he qur-stion papcr rr ill hnr L :. ,: ,:. rsljons.

Iach full Quc'stion cor]srstlllg .,: :r) :n.rrks

There will be 2 full questions I \\ ilh u nraximum oi four sub questions ) I'rom each tnodule.
Each full question will have sub questions covering all the topics under a module.

The students will have to answer 5 full one full fronr each module.

\n*,- $-:5tr
PRINCIPAL
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Textbooks:
l. Tom M Mitchell, Machine Leming. McGraw Hill Education Prt Ltd., Chennali.

2. Elaine Rich, Kevin K and S B Nair. Artificial Inteligcircc,3d Ed, Mccraw Hill Education Pvt

Ltd., Chennali.

Reference Books:
l. Stuart Rusell, Peter Norving , Anificial Intelligence: A Modern Approach, Pearson Education

2nd Edition
2. Trevor Hastig Robert Tibshirani, Jerome Friedman, h The Elements of Statistical kaming, 2nd

edition, springer series in slatistics.
3. Ethem Alpaydrn, Introduction to machine leaming, second edition, MIT press



BIG DATA AND,\\.TLYTICS
(Effective from the academic lear 2018 -2019)

SEMESTER _ VII
CIE MarksSub ect Code 40

60SEE Marks
r 8cs72
4:0:0Number of Contact HoursA eek

3 HrsExam Hours50Total Number of Contact Hours
CREDITS -4

Coursc Learni ob ectives: This course l8CS72) will enable students to:

Understand Hadoop Distributed File system and examine MapReduce Programming

Explore Hadoop tools and manage Hadoop with Ambari

Appraise the role ofBusiness intelligence and its applications across industries

Assess core dala mining techniques for data analytics

ldenti various Text Mi
Contact
Hours

Module I

t0slributed Running and Benchmarks,le ProBtcmD F Sle gramsaslcs, ExampH ysadoop
e lteduceR FMa ramework,H

Module 2
l0Essential Hadoop Tools, Hadoop YARN Applications. Managing HadooP with APache

Administration ProceduresAmbari, Basic
Module 3

t0Business Intelligence Concepts and App Data Warehousing, Data Mining, Data

Visualization
lication,

Module 4
l0Decision Trees, Regression, Arti Cluster Analysis, Association Rule

Mini
ficial Neural Networks,

Module 5
t0Web Mining, Social NetworkSupport Vector Machines,

ISAnal
Text Mining, Naive-BaYes Analysis,

lebe abstudentThetcomesrseCou uo
Master the concepts of HDFS and MapReduce

Investigate Hadoop related tools for Big
framework

Data Analytics and perform basic Hadoop

Administration
Recognize the role of Business Intelligence. Data warehousing and Visualization in decision

making
Infer tie importance ofcore data mining techniques for data analytics

Techniand contrast different Text Minin
er Pattern:n

o The question paper will have ten questions

. Each full Question consisting of20 marks
four le.modueachons frombSUmu foth maxrn]a questi2be tuhereT questlons

emoda ulunderCSil thecouestlonsS bu toplestru on venngtu1Each qq
moduleheacfromonfuonelectSCuesl5 loDs,e answerhastudenls

Textbooks:
Douglas Eadline
in the Apache
9332570351

2017. ISBN-13:978-
2 it EdllEdi cGrawMS tron,

Education

uomCnti ofalscth Esse p tinguide rnLeak t.S Gart2H Quicadoop
9186. N 3ISB20di"E PearsontIon,2 EcosvstemHadoop

Anil Maheshwari "Data A
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Rtli'rencr Books:
l. Tom \\/hite. *lladoop: The De{initive Guide",4 [drtion. O'Reilly Media, 20I5.IStsN- l-.i: 97ti-

9352t30672
2. Boris Lublinsky, Kevin T.Smith, Alexey Yakubovich,"Professional Hadoop Solutions",

I "Edition, Wrox Press, 20I4ISBN- I 3 : 978-8 I 2655 I 07 I

3. Eric Sammeq"Hadoop Operations: A Guide for Developers ond Administrators",l'rEdilion,
Media,20t2.ISBN-13:O'Rci I
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SOFT\\'ARE ARCHITECTURE AND DESI(;\ PATI'ERNS
(Effective fronr the academic year 20ltl -2019)

SEMESTER_ VII
40CIE Nlarksl8cs73lSub ect Code
60SEE Marks3:0:0Number of Contact HoursAUeek
3 HrsExam Hours40Total Number of Contact Hours

CREDITS -3

o Leam How to add functionality to designs while minimizing complexity
o What code qualities are required to maintain to keep code flexible?
o To Understand the common design pattems.

will enable students toCourse Learni r 8cs73lob cctives: This course

emsoTo lore the forate
Contact
Hours

Module I

08Introduction: what is a design pattem? describing

pattem, organizing the catalog, how design pattems solve design problems, how to select a

design pattem, how to use a design pattem. What is object-oriented development? , key

concepts of object oriented design other related concepts, benefits and drawbacks of the

design patterns, the catalog of design

paradigm

Module 2

a"atysir a System: overview of the analysis phase, stage l: gathering the requirements

functional requirements specification, defining conceptual classes and relationships, using the

knowledge ofthe domain. Desi ementatron, discussions and further readingsn and lmol
Module 3

08Design Pattern Catalog: Shuctual pattems, Adapter, bridge, composite' decorator, facade,

flyweight, proxy
Module 4

08Interactive systems and the MVC architecture: Introduction ,

pattern, analyzing a simple drawing program , designing the system, designing of the

subsystems, getting into implementation , implementing undo operation , drawing incomplete

items, adding a new feature , panem based solutions.

The MVC architectural

Modulc 5
0ltDesigning with Distributed Objects: Client server system, java remote method invocation,

implementing an object oriented system on the web (discussions and further reading) a note

on input and output, selection statements, loops arrays

. Design and implement codes with higher perfomrance and lower complexity
o Be aware ofcode qualities needed to keep code flexible
. Experience core design principles and be able to assess the quality of a design with

respect to these principles.
. Capable ofappllng these principles in the design ofobject oriented systems.

. Demonstrate an understanding of a range of design pattems. Be capable of
comprehending a design presented using this vocabulary.
Be able to select and apply suitable pattems in specific contexls

Question Paper Pattern:
The question paper will have ten questions.

Each full Question consisting of 20 marks
with a maximum of four sub questions) fiom each moduleThere will be 2 full questions (

)
trF!ilcrpAL

h:r ,1,!tr^:!L!RU
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Course Outcomes: The student will be ablc to :



Textbooks:
l. Objecroriented analysis, desigr, and implementation, brahma dathan- samath rammath,

universilies press,20l 3

2. Design pattems. erich gamma. Richard helan, Ralph johman . john vlissidcs .PEARSON

Publication,20l 3.

Reference Books:
l. Frank Bachmann, RcgineMeunier, Hans Rohncrt "Pattcm Oriented Software

Architccture" -Volumc l. 1996.

2. William J Brown et al., "Anti-Pattems: Refactoring Software, Architcctures and Projects
in Crisis", John Wiley. 1998.

Each ll)lquc:tirrn rrill ltrtr. .-rl. -;,rcstions coverix:r .t.l :r'tc lrrrics uttrict a tttodule.
The students rvill har .' to ittlsri ti l i'ull uestions. \air-clin onc lirll ucsrion liom each modulc.
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ADVA\CIiD JAVA AND J2EE
(Effective from thc academic year 2018 -2019)

SEMESTER _ VII
40CIE Marksl8cs732Sub ect Code
60SEE Marks3:0:0Number of Contact HoursA eek
3l{rsExam Hours4oTotal Number of Contact Hours

CREDITS _3

Course Learning Objectives: This course ( l8CS732) will enable students to

o Identi& the need for advanced Java concepts like Enumerations and Collections
. Construct client-server applications using Java socket API
o Make use ofJDBC to access database lhrough Java Programs
. Adapt servlets to build server side programs
. Demonstrate the use ofJavaBeans to develop component-based Java software

Contact
Hours

Module I

08Enumerations, Autoboxing and Annotations(metadata): Enumerat

fundamentals, the valuesQ and valueo() Methods, java enurnerations are class types,

enumerations lnherits Enurn, example, rype wrappers, Autoboxing, Autoboxing and

Methods, AutoboxingAJnboxing occurs in Expressions, Autoboxingfunboxing, Boolean and

character values, Autoboxingfunboxing helps prevent errors, A word of Waming.

Annotations, Armotation basics, speci$ing retention policy, Obtaining Annotations at run

time by use of reflectiorq Annotated element lnterface, Using Default values, Marker

ions, Enumeration

Annotations, Single Member annotations, Built-ln annotations.

Module 2
08The collections and Framework: Collections Overview, Recent C

The Collection Interfaces, The Collection Classes, Accessing a collection Via an lterator'

Storing User Defined Classes in Collections, The Random Access Interface, Working With
Maps, Comparators, The Collection Algorithms, Why Generic Collections?, The legacy

hanges to Collections,

Classes and Interfaces, Parting on Collections.

0ltString Handling :The String Constructors, String Length, Special String

Literals, String Concatenation, String Concatenation with Other Data Types, String

Conversion and toString( ) Character Extraction, charA( ), getChars( ), getBytes( )

toCharArrayQ, String Comparison, equals( ) and equalslgnoreCas{ ), regionMarches( )
startsWith( ) and endsWith( ), equals( ) Versus : , compareTo( ) Searching Strings,

Modifuing a String, substring( ), concat( ), replace( ), trim( ), Data Conversion Using

valueO( ), Changing the Case of Characters Within a Strin& Additional String Methods'

StringBuffer , StringBuffer Constmctors, lenglh( ) and capacity( ), ensureCapacity( )'
setlength( ), charA( ) and secharAt( ), getChars( ),append( ), insert( ), reverse( ), delete( )

and deleteCharAt( ), replace( ), substring( ), Additional StringBuffer Methods,

StringBuilder

Operations, String

Text Book l: Ch 15

Module 4
0ttBackground; The Life Cycle ofa Servlet; Using Tomcat for Servlet DeveloPment; A s

Servlet; The Servlet API; The Javax.servlet Package; Reading Servlet Parameter; The

Javax.servlet.hnp package; Handling HTTP Requess and Responses; Using Cookies;

Session Tracking. Java Server Pages (JSP): JSP, JSP Tags, Tomcat, Request String, User

imple

Session ObSessions, Cookies,

\L",- [,--/
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Tcrl Book l: Ch -11 Text Book 2: < ir i I
\lod ult 5
f he C u*-cpr of IOSCJDBC Drn er I .';,r-'r -rOBCfri-iages; A Bnef Ot err Iert .il thc

JDBC process; Database Connection: Associating the JDBC/ODBC Bridge ri'ith the

Database; Statement Objects; ResultSet: Transaction Processing; Metadata, Data typcs;

Exccptions.
Tcxr Book 2: Ch 06

PRINCIPAI
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Coursc Outcomes: The student will br able to

Interpret the need for advanced Java concepts likc enumerations and collections in dcveloping
modular and efficient programs

o Build client-server applications and TCP/IP socket programs
o Illustrate database access and details for managing information using the JDBC API
o Describe how servlets fit into Java-based web application architecture
o Develop reusable software components using Java Beans

Ouestion Paper Pattern:
o The question paper will have ten questions.
o Each full Question consisting of20 mark
o There will be 2 full questions (with a maximum of four sub questions) from each module-
o Each full question will have sub questions covering all the topics under a module.
. The students will have to answer 5 ftrll questions, selecting one full question from each module.

Textbooks:
t l{erberl Schildi: JAV1 the Complete Reference, 7bl9th EditiorL Tala McGraw HiII,2007.
2. Jim Keogh: J2EE-TheCompleteReference, McGraw Hill, 2007.

Reference Books:
I

2

l

V. Oaniel Liang: lntroauction to JAVA Programming, TuEdition, Pearson Education,2007
Srephanie Bodoffet al: The J2EE Tutorial, 2"d Edition, Pearson Education,2O04.
Uttam K Roy, Advanced JAVA programming, Oxford Univenity press, 2015.



STORAGE AREA \ET\\'ORKS
(EfiL,ctive from the academic 1'ear 2018 -2019)

SEMESTER- VII

)

40CIE N{arksl8cs733
60SEE Marks3:0:0Number of Contact HoursA!'eek
3 HrsExam Hours40Total Number of Contact Hours

CREDITS _.1

Coursc Learni o ectives: This course l8CS733) will enable students to:

Contact
Hours

Module I

08Storage System lntroduction to evolution of storage architecture, key

virtualization, and cloud computing. Key data center elements - Host (or compute),

connectivity, storage, and application in both classic and virtual environments. RAID

implementations, techniques, and levels along with the impact of RAID on application

performance.Components of intelligent storage systems and virtual storage provisioning and

data center elements,

implementations.intelligent storage

Module 2
08ibreetx'orki

mechani zoning"including
lizati

operations,

SANrtualizavi oti Fn Channen echnT o andesS N components,logitorage
FCSMaccess onoandconnectl protecttopo gresty options,

SAN technoloon andrtuavlo -basedSAN cvaddress andstack, perations,ngprotoco
CF andoEConoveraccess networIPooc forls toraS k,S SC andI IPFC verged prolocolgeprot

andcASAttached ts,ts etwork ) protocolN Storage omponen(Ncomponents
tform,laedfiuntandbasedrtua lonrzal ectF le eve

Module 3
0{tBackup, Archive, and Replication This uni

business continuity solutions in bolh virtualized
t focuses on information availability and

and non-virtualized environments. Business

logies,points

ication

totecturcarchiennust an [ludltl dan sol CIo ann tipathingcontr termlno utlons, gS,gre plnulty
DataandIltctandfaiof hods, topoavo sd targetsc ure, recoveryBackuplng

tada harc LocallxF concd ten andenvtized ve,ronmcnn rtual t,tlonCA and backupdedup
c Cassr \'!and rtualnoncatlRemoteenandtc rtual ironments, repc assnocatr nrcp

ondatacoand nttousn tltC-sl remoleThrccronmentscnvl
Module 4
Cloud Computing Characteristics and benefits

definition, essential characteristics, and phases ofjoumey to the Cloud. ,Business drivers for

Cloud computing, Defrnition ofCloud computing, Characteristics ofCloud computing' Steps

involved in tmnsitioning from Classic data center to Cloud computing environment Sewices

This unit focuses on the business drivers,

and o)rment models, Cloud i nfrastructure components, Cloud migration considerations

Module 5
08Securing and Managing Storage Infrastructure This chapter focuses on framework and

withdomains
networkin Security

ementa ontl atII cunsecoveal storageI secuno ng ty mpty ongstorage
forS utionssovarlln domainsouscounterrneasuresand ecufltvthreats,

AN andIP.SAN ASNC-F S

PFI{FrpALslii. ,t-r,.Ah!rilu

Subicct Code

. Evaluate storage architectures,
o Define backup, recovery, disaster recovery, business continuify, and replication
. Examine emerging technologies including IP-SAN
o Understand logical and physical components ofa storage infrastructure
. Identiry components of managing and monitoring the data center
o Define information security and identi& different stomge virtualization technqlqgies

08

environments, Security in vlrtualized and clou



Monitoring nnd nrunirging rarious inftrn:':ati<ln in liasr:r., ::r:c c()r'IlponL.nts in classic and
r,irtual etllirtrnnrcrrl:- Ir)li)nnatioll liiec.cLi nranaucnrerl Ii. \':l arrd storagc' tierins. Cloud
sen'lce nt actl\ rtlcs
Course Outcomes: The stlrdent will be abie to :

PRINCIPAL
SIEI. T{JMAKURU

. ldenti& kc1' challenges in managing information and analyze different storage net$orking
technologies and virtualization

o Explain compone nts and the implementation of NAS
o Describe CAS architecture and t14res ofarchives and forms of virtualization
. Illuslrate thc srorage infrastructure and management activities

Question Paper Pattern:
o The queslion paper will have ten questions.
o Each full Question consisting of20 marks
o There will be 2 full questions (with a maximum of four sub questions) from each module.
o Each full question will have sub questions covering all the topics under a module.

The students will have to ansu'er 5 firll questi ons, selecting one full question from each module
Textbooks:

l. Information Storage and Management,Author :EMC Education Services, Publisher: Wiley ISBN:
9781 I t 8094839

2. Storage Virtualization, Author: Clark Torq Publisher: Addison Wesley Publishing Company
ISBN : 9780321262516

Reference Books:

\t*-- 0.,"**-'r'
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)

40CIE lllarkst 8cs74lSubiect Code
60SEE Marks3:0:0Number of Contact HoursA eek
3 HrsExam Hours40Total Number of Contact Hours

CREDITS -3
Course Learnin ob ectives: This course l8cs74l will enable students Io:

Module I

08Introduction Fundamental Steps in Digital lmage Processing,

Processing System, Sampling and Quantization, Representing Digital Images (Data

structue); Some Basic Relationships Between Pixels- Neighbors and Comectivity of pixels

in image, Applications of lmage Processing: Medical imaging' Robot vision' Character

Components of an Image

recognition, Remote S

Module 2
t Enhancement ln The Spatial Some Basic Grav Leve I Trans forma t lons, 08
mage

Operati B f SpatialH stogam Processlng, Enhancemenl U Arithmetic/Lo gr ons, astCS o

Filtering, Smoothing
Enhancement Methods

Spatial Filters, Sharpening Spati al FiIters, Combin rng Spatial

Module 3
08Image Enhancement In Frequenc!- Domain:

propertiestroducti F Transform, D screte Founer Transform (DFT),In on, ourler
fi I domaif DFT D C Transform DCT), lma n

o I screte oslne

Module 1
08

Imag€ Segme ntation Introducti on, Detection of isolated poInts, I lne detection, Edge

Re I t an d mergc
detection Edge I inking, Region based SEgmentation- gron growrn8, sp

transform, S
I I n Hough Ementa tron US I n

hn I ng, tcgrona proc cssltec que, oca process I

Threshold.
i\1od ule 5

redundancy 08
I Comp Introduction, codin Redundancy Inter-pixelmage resston

Ari Codmode I Lo and Loss less compresslon, Huffman Codin8, thmetic ng.
compress I on ssy

mplementaCodi S b- I tl b Iockin DCT I t on
C odi n Trans form |l LI I mage st ze se ec oD'

FFT Run I
The studenl bc able toC Outcoou rse mes

Explain fundamentals of image processing

Compare transformation algorithms

Contrasl enhancement, ion and techni ues

uestion Pattern:
The question paper will have ten questions'

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum four sub questions ) from each module

b all the 10p I under modu I e.
h tull ll ha uestt ngEac questlon ve SU q

one tul I onstudents I have to answer 5 ful I

ons coven
SE I

a

from each module.

Textbooks:

PRINGtPA!
SIEI r '.N' '1 'nr',

DICIT,tI- I]VIAGE PROCESSING
(Elltctivc from the academic year 2018 -2019)

SEMESTER-VII

Define the fundamental concepts in image pr@essing

Evaluate techniques followed in image enhanc€ments

Illustrate image segnentation and compression algd 
,

Contact
Hours

Domain:
slng

ln

lmage

LZW

of

The

will



I. Rafael C G.. \\lxrds R I:. ;rr'. !.tiiiins S L. Dieital i::rage Processins- Pr.rtic.' l{all. -l
it'.ditin"-

2008.
Rclrrence Books:

\o-",- 0-t**r",
.E'i,,rJnttrAI

Sl.' t Lrl ',-. ,*rt

L Milan Sonka"lmage Processing, analysis and Machine Vision", Thomson Press India Ltd Fourth

Edition.
2. Fundamentals of Digital Image Processing- Anil K. Jain, 2nd Edition, Prentice Hall of India.

3. S. Sridhar , Digital Image Processing, Oxford University Press, 2n Ed, 2016.



NETWORK }I.\\.\CE\IENT
(Effective from the acadcmic vear 2018 -2019)

SEMESTER- VII
CIE MarksSub ect Code

50
l8cs742
3:0:0\umber of Contact HoursAVeek

Exam Hours40Total Number of Contact Hours
CREDITS _3

Coursc I-carnin o Thi toba students47 2 en8CSs courseectiYes

Illustrate the nced for interoperable network managcment.

fferen
Iicationslribulcddi

t.crlnetworkbasedh snd managemtandardstccture beands hatccthE la n conceptxp
TMNanded th SNMPassoc anotermandthc ogyhateDi concepts

aas arknetwoDescri be
Contact
HoursModule I

Management.

lecommunic

stributed
Architectures,Communi

Histories

iI
forma

Provisioning,
Organiza

atronTeandt1 Datameetwork t,NTof e ManageAnaluction lephoneIntrod ogy
andtemelnheTNed etworksP P BasTCts,EnvironmenDetworkN computrrrg

ProtocolcatlonStandards-andlsProtococatlonsommunlClntranets ofTheki andetworNfo ngaseCandLayers
etworkNCome ommonN Son ode,toadotN ReduceDoesF nlen gogytopo

SGoalMetworkN anagement:lon T Managersln echnologyfoChallenges etworkNetworkNetworkfo Nons-tr Goal Management,Functr andon,
andNetworkalMand ntenance;atlonlnstalletworkNthe OCNandonsOperati fo etworkNFutureandtatusSCurrentlatform.petworkN Managementt,Managemen

Module 2 08
Basi

InformationOrganization

Objectventions,logy,
Functi

Network ManagementandModels, [.anguageStandards,tionsoundac F
odelM Management

Model,etworkN Management ASNcationCommunivesPerspectiObjectTontl rees, Managedlnforma nameN s,Dataand s.Typeand ConSboSerrnlnoT ym
ModeonaMacros,tmcturcS8824SOfromofC SN

Module 3

tion
objformation,

ficati
Monitoring,

Ring
ON

SNMPfo Management,IIThcetworkN storyMM anagedetworkN anagementSNMPV TheModeI,SNMPTheDocumen tS,Intemetand standards,StonInlcmct Organizat Theon,ntroductiModelInformaTheOverviewSModeon )stem\zallOrgan Base.lonnformaMec ts,anaM anagementln gednfotructure ManagemeS PSNMModeve l,nistratidmihiArc tecture,NMPSTheodeMcallonmmunCoSNMPThe SNMPodeMnalunctloFMIB Group,SNMPonsPNMSons OpcratiSpcci ONRMNoRMand MIBSMINoRMRemoteRM NoM anagemenl andontrolCBetweenonshielatiR punctlons.IandNoRM GroupsonsvenllContualcxT GExtension roups.No okenTRMcEthemet roups.andCommontt_oRMabTData ES, Conformance2RMBasc,tonlnformaNo 2RM ManagementThe2NoRM
S fications
Module 4 0l,tgv;

ArchitectureReferencfor Modem;

Thehno oecTFH gv:CTT hnoloCCESSBroadbandNcess etworks,AcroadbandB Ft{ CTheSerminatlonT ystem,leCab ModemTheMleCab odem,TheBroadband CHFeCver abataD o e,ebCaSRF pectrumPlant, RFLinkFCIIMTSCandModemba leC
echnoloTlneLcnbs berStal uDicAsechnolTDSLtrum Management,Spec

\n*,- ["*^"7
PRII.{I!PAL

SF..i. l-,,,.ri<{rau

40

SEE Marks
3 Hrs

08

Services;
Problems:

ImportanceManagement

System

System

Objects

Standards.

Model.
IModel;

I

08

LAN
The

Management,Management,Management



i Rr.,1.;i G. rbSL -l.cess Net*or-k !nln tl*'rrfl Xei'i,,i .^DSL .Ar.-hit".t*.- \I)SI
L'hannclinl Stlrcrrrcr. ADSL Encodilg S,:hemr's: ADSi- Var:agernent - ADSL Nctrr orl,
Management Elements, ADSL Configuration Managemenl. ADSL Fault Management.
ADSL Performance Management. SNIr,lP-Based ADSL Line MIB, MIB Integrarion with
Interfaces Groups in MIB-2, ADSL on Profiles

Inventory Management, Network Topology, Fault Management- Fault Detection, Fault
Location and Isolation 24 Techniques, Performance Managcment - performance Metrics,
Data Monitoring, Problem Isolation, Performance statistics; Event correlation Techniques -
Rule-Bascd Rcasoning, Model-Based Reasoning, CaseBased Reasoning, Codebook
correlation Model, State Transition Graph Model, Finite state Machine Model, Security
Management Policies and Procedures, security Breaches and the Resources Needed to
Prevent Them, Firewalls, Cryptography, Authentication and Authorization, Client/Server
Authentication systems, Messages Transfer Security, protection of Network from virus

anagcment Applications: Configuration Management- Network Provisioning,

Attacks, Accounting Management, Repon Management. poli

)Iodule 5

Nctwork M

cy- Based Management, Servicc
Level

0lt

Oulcomes: student ablewillouC rse The bc to

Apply network management standards to manage practical networks
Formulate possible approaches for managing OSI network model.
Use on SNMP for managing the network
Use RMON for monitoring the behavior of the network

them

Analyze the issues and challenges pertaining
technologies such as wired/wireless networks

to management ofemerging network
and high-speed intemets.

ldenti the various of network and formulate the scheme for the
Pattern:uestion

Each full Question consisting of20 marks
There will be 2 full questions (with a maximum

e.

The question paper will have ten questions.

questions)
will

lecti

of four sub mfro heac modu le.
Eac fulh veha subquestion covenn lta thequestlons aunder emodultopics
Thc luds cnl S havc anto S t 5 tut cSon n on tulc fromon cach nrodul

Textbooks:
Mani Subramanian: Network
2010.

Managemcnt- Principles and Practice. 2nd Pcarson Education.

Reference Books:
J. Richard Burke: Network
2008.

management Concepts and Practices : a Hands-On Approach, pHI.

\n*,- 0s*-1r"'
PRINC'P,Ai.

ST- TLriAr.l{.,-' r l-,



\\'EI] I-8,('H\OI-OGY AND ITS APP LI C,\TI o\ \
( E,lli'ctir c from the academic l ear 201tl -2019)

SEMESTER - VII
,10CIE N{arksr 8cs743Sub ect Code
60SEE l\{arks3:0:0Number of Contact Hours/Week
3 Hrs

JavaScriptlicnt
tiesOrifer

andHTMLCS Iustand baforms ngSCCompo
PHPustcidSand ngerver-S programsIS de uslnSCcslD glamsprogn

PHPofbilicnted capangIn ProgrammtObject
BackboneandassuchmeworkstiaavaJ ScriExamine

Total Number of Contact Hours

tob eI studentsI I ena48CI 7 JSs courseslve Thcct

Illustrate the Semantic Structure of HTML and CSS

Module I

Exam Hours40
CREDITS -3

oCourse

and Where did t HTML Syntax, 08
lntroduction to HTML, IS HTML I comc

S f HTML Documents Quick Tour of HTML EIements HTML5
Semantic Markup tructure o fCSS C SS S tax, Locatlon o
Semantl Structure Element s, lntroduction to CSS, What yn

S S T Styl
tyles Selectors The Cascade How sty les lnteract, The Box Mode t, C ext rng-

S

Module 2
ables lntroducing Folrns, ForTn 08

Tables, Styl THTML Tables and FOITNS, Introd uc lng ng
Advanced CSS l-ayout,

T bI and F AccessibilityElements, a e
I Layouts,Mulhco umn

Normal FI Posittonlng E Iements Floating Constructln e

to CSS La CSS Frameworks

Module 3
avaScri and What it do J vaScript Desrgn 08

Client S de Scriptlng, What rs J Pt can
JavaScrip1

avaScript objects, The Document object
Princi I Where does lavaScri pt Go? Syntax" J

rhp es,
F In-troduction to Server.S ide Deve Iopment

Model (DOM), J vaScript Events, ofrns,
esponsib I Quick Tour ofA web Server s R ltlCS

What Server .Side Deve Iopment,PHP ls

PHP Pro Control Functions

}Iodu le I
T Supergl bal Arays S SERVER 08

Arra and S perglobaIS, Arrays s GET and S POS o
PHP ys u

ob.tect -Ori cnted
S F les Arra Read lng/w ll tln F I les, PHP Clas ses and objects,

rray t v
Oriented Desi Error Handl I and

Overvi Classes obj ects In PHP object gn.

E Report PHP Error
? PHP ITOT tng

al dation, Whal ETTO rs and E,xcept lons
I are

Exception Handling

\I od ule 5
Pass lnformation VIa Query 08

Managing State, Thc ProbIem ot lll eb Appl lcatlons, lng

the UR L Path, Cookies Serial Ization Session State
P lnformation vtaStnngs ASSIn8

avaScri and Query J a aScri pt Pseudo-
HTML5 eb Slorage J pt J

T Animation, Backbone
Classes, Query Foundations AJ AX Asynchronous F 1c ransmlssl on,

) J SoN Overv rew
rameworks XML Proces slng and web Servi ces, XML ProcesSrng'

M C F

of eb Servrces.

Course Ou tcomes The sludent I I be able to
build

vaScript

webto pages.cssemantlandSSCandL syntaxHTMAdapt
SCSandLHTMusrformsandes ngbltaformatlsuaand vConstrucl andton PHPuslnSc generateide-SServernda PtsaJcnS-S ideCI eneve PtSD op

alctentsconthela

\'t-"^r^^., [5-*fl'
PRNCIPAL

SIE[., TUMAKURIJ

CSS

Contact
Hours

from?,What

ls

Microformats,orTnControl
Elements,

and and

State

AdvancedCaching,

using



. Appraisr' thr princip)es ()l'ohjr-,:: or icnted deveiop::rcr: rsing PH l)

. Inspecl Jir\tscripl liartc\\orks trkc jQuery and Backrrone r.rlrich iircijrtarrs dereloper to lbcus ol
core fealures.

P r Prttern:
The question paper will have ten questions.
Each full Question consisting of20 marks
There will be 2 full questions (with a maximum of four sub questions) from each module.
Each full question will have sub questions covering all the topics under a module-
The students will have to answer 5 full uestions. selcclin one full fiom each modulc.

:)

T€xtbooks:

tion, Pearsonv. cardoRinnoCo FuRandy ndamen oftals eb!v Developmen
InEducation d a. SB\ 897 -9 J3 7Z5 25 1

Reference Books:

2

3

4

Nicholas C Zakas, 'Professionar Javascript for web l)evelopers', 3d Edition, wrox/wiley
India, 201 2. (ISBN:978-8 126535088)

bin ery'
ti6Edition.

:97

Ro N rn"Lea PHPxon, L &JA nithing uMvsQ CSS andvaScript aJ
4 Ro cil Pub catlon 20 5s, 35978-9 2 0lv (ISBN
Luke c Laura a.PHPng, nd wLThomson. eb t''men 5MvsQ PearsonDevelop Edition,
Educati 02 6on, 8-9 ,J 52 82(ISBN 7 l 6)

uery: The Missing Manual', l" Edition,
2014

Da d Sawyer al,aScri &pt ajo Reill hro Pubf} &lishers PvtDistributors

Hoar,I

I

HTML5".I
I I I s3)

Mcfarland,



INTRODUCTI()\'I'O BIC DATA ANALYTICS
(OPE\ ELECTIVE)

@ffective from the academic year 2018 -2019)
SEMESTER - VII

40CIE Marksr 8cs75lSubject Code
60SEE Marks3:0:0Number of Contact HoursA eek
3 HrsExam HoursTotal Number of Contact Hours

CREDITS _3

rning obj ( ) studentsectives: toI 57 I I enI bleaITh courscS 8 SCLee aouC rS

a

Interpret the data in the context ofthc business.

Identifu an appropriate method to analyze the data

Show anal ical model ofa s m
Teaching
Hours

Module - I

8 HoursIntroduction to Data Analytics and Decision

Book, The Methods, The Software, Modeling and Models, Graphical Models, Algebraic

Models, Spreadsheet Models, Seven-Step Modeling Process.Describing the Distribution

of a Single Variable:Inkoduction,Basic Concepts, Populations and Samples, Data

Ses,Variables,and Observations, Types of Data, Descriptive Measures for Categorical

Variables, Descriptive Measures for Numerical Variables, Numerical Summary Measures'

Numerical Sumrnary Measures with StatTools,Charts for Numerical variables, Time Series

Data, Outliers and Missing Values,Outliers,Missing Values, Excel

Filtering,Sorting,and Summarizing.

Finding Relationships among variables: Introduction, Relationships among Categorical

Variables, Relationships among Categorical Variabtes and a Numerical Variable, Stacked

and Unstacked Formats, Relationships among Numerical variables, scatterplots,

Making: lntroduction, Overview of the

Pivot TablesCorrelation and C

Tables for

Module - 2
8 Hours

Distribution.

tio rtyity

bi li stribution
troductitiCondiDistri

lntroducti
stributContiDistribu

andardi

stributi
striBinomi
cationsli

slributistributistribuDi

uR e fossentialE SbPro biasn n uctrtrodbuDistri on,ilbProbana droP bba lity
Ru cuM Ir icalionand theProbabitr rpoC ndi onaddA onltl uleR tylementsComp
ct 1eercus o cvccchvenIl S bjkeLi SubjCstlbabiPro v vEqualIndependence IasuresMe oariab ctIRandoo af Sin Summarya DbProesll glcProbabi ty

latilmu n.oon Stod artanc nona eanM nabibaPro bution,a v
eTh Nonnaltiobu snalenti Distri on,and EInormoN rm al,Poisson ponal,Ri

aThe OITNNDcnsSon an d Functions,Dnuou S rtyontr
na ton Sa cuCormalNZ. a uesa Tab CS ndaue orn]NZ Z. alSDen t S S,ngv

ariab cs,RandomormalNoftcd umS SsitedRcviirical Rules eighExcet, Emp
canM andbuDistri tlBThe arnoml on,DRandom on,of Normalheca onsAppli

xtontsCln thea D butionTheDimial tnS buoon thef rIIO on,BDctandard viatiS
ialnomBlheofallnomlthe Btotronma AppNThe Aormalfo pproxlSarnp lng,

TheDPoissonThe on,DolssonP and ons,Thetl Exponentialon.

Module - 3
8 Hours

Sensi

isk

aP fTftSmen otrodln youction,Eleost }In underDeci aking
ti Anal1MYE s,a lysvted ue( ),Con tenn MonetaryosP S leb Decisi a, Expec

Dec onRul ulMreeT e, slagefiPro TheS on reeT RDec es,s,
Risk verslonformatiInofal ueheTformatiInfothe alue on.andbPro Slem

PRINCIPAT
SIET., TUMA(URU

40

Decision Analysis,Uncertainty:

Precision
Tables,

Add-ln,Bayes'
and

\n*,- 0-*t,



L\Pccrc(l Uliliry. Utility Functioni. Frr,...-'ri'rl l:rilirv. Crnainty EquiYalenrs. I. l:\p!'cted
Urilirl \4aximization Used l
Sampling and Sampling Distributions: Introduction, Sampling Terminology. Mcthods lor
Selecting Random Samples, Simple Random Sampling. Systematic Sampling. Stratified
Sampling, Cluster Sampling Multistage Sampling Schemes, Introduction to Eslimation,
Sources of Estimation Error, Key Terms in Sampling, Sampling Distribution of the Sample
Mean. The Cental Limit Theorem, Sample Size Selection, Summary of Key ldeas for
Sim le Random

Module - 4

8 HoursConfidence Interval Estimation: Introduction, Sampling Distributions, The t Distribution,
Othcr Sampling Distributions, Confidencc Intcrval for a Mean, Confidence lnterval for a

Total, Confidence Interval for a Proportion, Confidence Interval for a Standard Deviation,
Confidence Interval for lhe Difference between Means, Independent Samples, Paired

Samples, Confidence Interval for the Difference between Proportions, Sample Size
Selection, Sample Size Selection for Estimation of the Mean, Sample Size Selection for
Estimation of Other Parameters.

Hypothesis Teting:lntroduction,Concepts in Hypothesis Testing, Null and Altemative
Hypothesis, One-Tailed Versus Two-Tailed Tests, Types of Errors, Significance Level and
Rejection Region, Significance from pvalues, Type II Erron and Power, Hypothesis Tess
and Confidence lntervals, Practical versus Statistical Significance, Hypothesis Tests for a
Population Mean, Hlpothesis Tess for Other Parameters, Hypothesis Tests for a Population
Proportion, Hypothesis Tests for Differences beween Population Means, Hypothesis Test
for Equal Population Variances, Hypothesis Tess for Difference between Population
Proportions, Tests for Normality, Chi-Square Test for lndependence.

Module - 5

Regression Analysis: Estimating Relationships: lntroductioq Scatterplots : Graphing
Relationships, Linear versus Nonlinear Relationships,Outliers,Unequal Variance, No
Relationship,Correlations:lndications of Linear Relationships, Simple Linear Regression,
Least Squares Estimatiorq Standard Error of Estimate, The Percentage of Variation
Explained:R-Square,Multiple Regression, Interpretation of Regression CoeIficients,
Interpretation of Standard Error of Estimate and R-Square, Modeling Possibilities, Dummy
Variables, Interaclion Variables, Nonlinear Transformations, Validation ofthe Fit.
Regression Analysis: Statistical Inference:lntroduction,The Statistical Modcl, Inferences
About the Regression Coefficients, Sarnpling Distribution of the Regression Coeflicients,
Hypothesis Tests for the Regression Coefficients and p-Values, A Test for the Overall Fit:
The ANOVA Table,Multicollinearity,lnclude/Exclude Decisions, Stepwise
Regression,Outliers,Violations of Regression Assumptions,Nonconstanl Error
Variance ,Nonnormality of Residuals,Autocorrclated Residuals ,Prediction.

8 Hours

Course oulcomes: Thc studcnts should be able to:

o Explain the importance of data and data analysis
. Interpret the probabilistic models for data
. Define hypolhesis, uncertainty principle
. Evaluate regression analysis

Question Paper Pattern:
. The question paper will have ten questions.
o Each full Question consisting of 20 marks
o There will be 2 full questions (with a maximum of four sub questions) from each module.
o Each full question will have sub questions covering all the topics under a module.
. The students will have to answer 5 full questions, selecting one full question from each module

\n*,- q-'**
PRINCiPA!

SIET., TUMA(URU



Tert Books:

l. S c Albrighr and w L winston Business analytics: data analysis and decision making.

5/e Cena Leami

Reference Books:

\n*.* qr*
PRINCIPAL
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PRoGRAMMINC I\ ].\\"\
(OPEN ELECTI\'i])

(Effective from the academic year 2018 -2019)
SEMESTER_VII

40

Module - 5

Enumerations, Type Wrappers, VO, Applets, and Other Topics VO Basics, Reading

8 Hours

\a-^,- q---*
)

t 8cs752 CIE N{arksSubject Code

Number of Contact Hours/Week SEE Marks 60
40 3 HrsTotal Number of Contact Hours

CREDITS _.1

Course Learning Objectives: This course ( l8CS752) will cnable students to:

Learn fundamental features ofobject oriented language and JAVA
Set up Java JDK environment to create, debug and run simple Java programs.

Leam object oriented concepts using programming examples.

Study the concepts of importing ofpackages and exception handling mechanism

a

a

Module - I
with O ect Oriented cDiscuss the S H

Teaching
Hours

An Overview of Java: Object0riented Progamming, A Firsr Simple Prograrq A Second
Short Program, Two Control Statements, Using Blocks of Code, Lexical Issues, The Java
Class Libraries, Data Types, Variables, and Arrays: Java ls a Strongly Typed Language,
The Primirive Types, Integers, Floating-Point T1ryes, Characters, Booleans, A Closer look
at Literals, Variables, Type Convenion and Casting, Auromalic Type Promotion in
Expressions, Arrays, A Few Words About Strings
Text book l: Ch 2 ch3

8llours

Operators, The Bitwise Operators, Relational Operators, Boolean
Logical Operators, The Assignment Operator, The ? Operator, Operator Precedence, Using
Parentheses, Control Statements: Java's Selection Statements, Iteration Statements, Jump
Statements.
Text book l: Ch 4, Ch 5

Operators: Arithmelic 8 Hours

ing Classes: Class Fundamentals, Declaring Objects, Assigning Object Reference
Variables, Introducing Methods, Constructors, The this Keyword, Gartage Collection, The
finalize( ) Method, A Stack Class, A Closer lrok at Methods and Classes: Overloading
Merhods, Using Objects as Parameters, A Closer Look aI Argument passing, Returning
Objects, Recursion, Introducing Access Control, Understanding staric, Introducing final,
Arrays Revisited, Inheritance: Inheritance, Using super. Creating a Multilevel Hierarchy,
When Constructors Arc Called, Method Oveniding, Dynamic Method Dispatch, Usi;g
Abstract Classes, Using final with lnheritance, The Object Class.
Text book l: Ch 6, Ch 7.1-7. 9, Ch 8.

Introduc 8 Hours

Module - 4

and Interfaces: Packages, Access Proteclion, Inponing Packages, Interfaces,
Exception Handling: Exception-Handling Fundamentals, Exception Types, Uncaught
Exceptions, Using try and catch, Muftiple catch Clauses, Nested try Statements, throw,
throws, finally, Java's Built-in Exceptions, Creating Your Own Exception Subclasses,
Chained Exceptions, Using Exceptions.
Text book l: Ch 9, Ch l0

Packages

8 Hours

PRINCIPAL
SIEI., TUMAKURU

3:0:0
Eram Hours

Module - 2

Module - 3



Console Input, Writing Console Outpul- Thc PrintWriter Class. Readine an d Writing Files.

Applet Fundamentals, The transient and rolatile Modifiers, Using instanccol- itrictlP.

Native Melhods, Using assert, Static lmpon, Invoking Overloaded Construclors Tlrrough

this( ), String Handling: The String Constructors, String Length, Special String Operations'

Character Extraction, String Compari son, Searching Strings, Modiffing a String. Data

Conversion Using valueO( ), Changing the Case

String Methods, StringBuffer, StringBuilder.
Text book l: Ch 12.1 chl ch l5

of Characters Within a String , Additional

I

)

ep161f IPAL

srEl. l:uM*$uRu

Course outcomes: The students should be able to:

Explain the object-oriented concepts and JAVA'

Develop computer programs to solve real worlda
withinteract

Jln ava.lemsprob
userstocomforinterfacesGUIesl

Question Paper Pattern:

a

The question paper will have ten questions'

Each full Question consisting of 20 marks

will

will

ulemodcachfromfourof ubS )awith maxrmum questionstu[be 2 (There questlons
modulaundertheallSUb toplcsha covenngtuilEach questlonsquestron

module.fromtulloneSCf'ul5answerveha tostudentsThe

Text Books:
iala Mccraw Hill, 2007. (ChaPters

2 3 4,5,
Reference, 7th Edition,l. Herbert Schildt, Java The Complete

'7 8,9 10, 12 l3,l
Reference Books:

a

each



IITRODT'(']-I()\ TO OPERAl'I\G S\'STE}I
(()PE\ ELECTIvE)

(ElTective tiom the academic year 2018 -2019)
SEMESTER-VII

l8cs753 CIE Marks 40

Number of Contact Hours/Week 3:0:0 SEE lUarks 60
Total Number of Contact Hours 40 Exam Hours 3 Hrs

CREDITS _3

Course Learning Objectives: This course ( l8CS753) will enable snrdents to:
o Explain the fundamentals of operating system
r Comprehend multitkeaded programming prccess management, memory management

and storage management.
Familier with various t es of era

Module - I Teaching
Hours

System Structure: OS Services, User OSI, System calls, Types of system calls,
Sy-stem programs, OS design and implementation, OS structure, Virdl machines,
OS generation, system boot

lntroduction: What OS do,
Operations, Process, memo
Distributed systems, Special

Computer system organization, architecture, structure,
ry and storage management, Protection and security,
purpose systems, computing environments.

rlTextbookl: C

8 Hours

Module - 2

Process Concept: Overview, proce
Examples in IPC. Communication in

ss scheduling, Operations on process, IpC,
client-server systems.

Textbookl: Ch r3 I

E Hours

Module - 3

8 Hours

synchronization: Background, the criticar section probrem, petersons solution,
Synchronization hardware, Semaphores, classic problems of synchronization,
Monitors, Synchronization examples, Atomic transactions

Process Scheduling: Basic
processor scheduling, thread

concept, Scheduling
scheduling, OS Exampl

criteria, Algorithm, multiple
es, Algorithm Evaluation.

Textbookl : Cha ter 5 6
Module - 4

M mana s\va conti lnement strat es: Bac

Deadlocks S ln Dead kocyste oMethod handf ln deadl ock
Deadi ock ontr ot Delecl ronpreven dance, mfio

8 Hours

\n*t* ['*.''
PRINCIPAL

SIdT.. TT'MAI(UBJ

Subject Code

)

Multithreaded Programming: Overview, Models, Libraries, Issucs, OS Examples

characterization,model,

deadlockRecovery



I

allocation. palring. structure of page tablc. segmcntation.

Textbookl : Cha ter 7, 8
Module - 5

8 HoursVirtual Memory management: Background, De

replacement, allocation of frames, Trashing,

Kemel memory, Operating system examples

File system: File concept, Access methods, Directory structure, File system

mounting, File sharing, Protection

mand paging, CoPY-on-write, Page

Memory mapped files, Allocaling

Textbookl: Cha 9, l0
students should be able to:Course outcomes: The

a

a

Explain the fundamentals ofoperating system

Comprehend process management, memory management and storage management'

es ofFamiliar with various

Question Paper Pattern:

a

a

a

leumodeachsubfour )of questlons

under module.theall toplcssubve covennghawillfull questlonshEac question
eachfromoneseltul5answertoll YEhastudentsThe

Text Books:
G Gagnc, OPerating systems,

sons,.
I

edition, John WileY and
A. Silberschatz, P B Galvin,

Refer€nce Books:

PRINCIPAL
SIET., TUMAKUF.U

The question paper will have ten questions'

Each full Question consisting of20 marks

There will be 2 full questions (with a maximum from

module.full



tRTI FICIAL I NTELLIG E,r-(' I AND M,tC I I I \ E LEARNING LABORA'I'ORY
(El1'ective ,i'orn the acadcmir -vcrr 2018 -2019)

SEMESTER _ VII
40

All laboratory experiments, excludi
Experiment distribution

ng lhe first, are to be included for practical examination

o For questions having only one part: students are allowed to pick one experiment tom the
lot and are given equal oppomrnity.

o For questions having part A and B: Students are allowed to pick one experiment from
part A and one exp€riment from part B aod are given equal opportunity.

change of experiment is allowed only once and marks alotted ior procedure pafl ro be made
zero.
Marks Distribution (Subjected to change in accoradance with university regulations)s) For questions having only one part - procedure * Execution + Viva-Voce: l5+7Gr l5 =

100 Mark

Subject Code I8CSL76 CIE Marks
Number of Contact Hours/Week 0:0:2 SEE Marks 60
Total n-umber of Lab Contact Hours Exam Hours 3 Hrs

Credits - 2
Course Lcarning Objeclives: This coursc ( l8CSL76) will cnable students to

. Implement and evaluate AI and ML algorithnr s in and Pyhon programming language
Descriptions (if anv):

ms List:P
l

2

3

4

or a given set oftraining data examples storcd in a .CSV frle, implement and
demonslrale thc Candidate-Elimirntion algorithmro output a

consistent with thc traini

thm.

exa les.

lementiBuild Artificialan N eural theby al thm andrmp n8 Backpropagation 80n
thetest same sets.data

F

description olthe set of all

Write a
Use an
toclassi

to thedemonstrate worki Iof heprogram dec s10n tree ID3 al thm.ngo
setdata for build I decisiontheappropnate andtree this knowlng lyapp edge

a ne\\' sam

lement A* Scarch al
lcment AO+ Search

5

6 Write a program to implement the
stored as a .CSV file. Compute the

naive Bayesian classifier for a sample training dara set
accuracy ofthe classifier, considering few test data

sets

7

for clustering using k-Means algorithm. Compare the results ofthese two algorithms and
comment on the quality of clustering. you can add Java,?ython ML library classeVApl in
the program.

Apply EM algorithm to cluster a set ofdata slored in a .CSV file. Use the same data set

8 rite a program to implement k-Nearest Neigh bour algorithm to classify the iris data set.
Print both correct and wrong predicti ons. Java./Python ML library classes can be used for

w

this problem.

Labora

9 I cmcn thet nonmp ILocal W I tcd Re-parametnc onalI rh Imv ordcrn llgh gress to datatgon
Selectnts. data set for ur ment and draw S

Outco mes: The student should be ablc to.
Impl ement and demonstrate AI and ML algorithms
Evaluate differcnt al n)s

Conduct of Practical Examination

PRINCiPAL
SIET.. TUMAKURU

36

based

Network

\n*r- q.'*fl\r



t) For queslionj har ing Part A and B
i. I'an -l I'ruccdute .'- Execution - Vira = I - I I - 5 '1() Marks

ii. Part B Procedure + Executiol + Viva = l0-49+ I I= 70 Mark

\'t*,"-
PRINCI

SIET.,TUM

PAL
AKURU



!.{TER.I\IET OF TiJI\GS
(Efii'ctire lrom the academit rcar'2018 -2019)

SEMESTER - VIII

What is IoT, Genesis of IoT, loT and Di gtttz2'lion, IoT Impact, Convergence ofIT and IoT,
IoT Challenges, IoT Network Architecture and Design, Drivers Behind New Network
Architectures, Comparing IoT Architectures, A Simplified IoT Architecture, The Core IoT
Functional Stack, loT Data t and Compute Stack.

Sub ect Code CIE Nlarks 40
Number of Contact HoursAl'eek

l8cs8l
l:0:0 SEE ll'larks 60

Total Number of Contact Hours 40 Exam Hours 3 Hrs
CREDITS _3

Coursc Learnin ob cctives: This coulsc I8CS8I will enable students to:
Assess the genesis and impact ofloT applications, architectures in real world
Illustrate diverse methods ofdeplolng smart objects and connect them to network
Compare different Application protocols for IoT.
Infer the role of Data Analltics and Security in IoT.
Identi[sensor technologies for sensing real world entiries and understand the role of IoT in
various domains of

Module I Contact
Hours
08

Module 2
obj obj

Communications

Sman ects "ThThe n Sm8s ensors, SmartandActuatoni, Sensorects,
Networks Connect oSmarl ecls. teriCri loTa. Access echnoT
Modulc 3

Optimization,
Optimizi Compliances,
Trans licati

IP theAS Io NT ketwor La The USB Caselness foryer IP The need for
n forIP TIo Profi andes A tonrcat Protocols forpp The

La TIo on Methods.

08

Module 4
for lntroducti

Network
Securi

ty,

Envi

Data and Ana TIo n),tics on to Data nal C fors oI T hiMac neyli Leam n8.
B Da ta an CS ooT il-q S nd ccT h\4 no o treamiS n nalgv Edge nalytics, yl tcs,

rIB Hef of Sccuring Commonistory Chal cn OTnty Securi Hges ITow
OTand Securi P trrac ccs and S lllsty t'ormal R s k nal)'stc sary OCT VEysl

and F ThcAIR, Phased cat lon fo Securi anlnAppl onalty ronment

08

Module 5

Arduino

troduction

rvith

Accessing

ities, itecture,

TIo Der.tccs dan ndE tn ts Arduinopo ntroductron to Ardui no
lnS ta the So unFn-q sdamental offtwarc, Ardulno Pro nmt o PhTgram ysr

\:rcDe cs a dn ndll II ts Inpol to Ras Pi bout thc Rasb"oyp Pipberry
LaHardware S onyout, PiOperatin ystems onCbe.ryRasp figuri n8 Pi.Raspberry

on ireless T MPlth onl Sempcraturc Utonng ystem Pi,slng
DS 28B T0 turc cnsorS Connectiempera Pi ilng Raspberry TSSH, emperafure
from DS 8B20 cRemot ccsAC tos Smart and Connected An TIo
Strate fo t Smarter Cgv Smart C oT Archi n)Sty Ca11 ecStecture, url Archty ty

CSmart lt Use-Case CS

08

Cou Ourse tcomes The studen ablebe to

obj

thcret and chaInterp sedurpact TIo netenges works eadpo by to new arch itect ural mode S.tng
C contrast he 1oompare of smart L-CtSdep ),ment and the tec ohnol to themconnect ()gres
network.

tocols for efficient network communlcatron.ise the role of IoT

PRINCIPAL
SIET. TUMAKURU

IoT, 08

IoT,

IoT, OT

Structures:

Programming

Cities,

Physical UNO:
UNO,

RaspberryPi:
Board:

RaspberryPi
I

I sensors! RaspberryPi.

and

\.,.,-.- q-'*-t*'



Elaborate the need for Data Analytics and Security in IoT.

Illustrare different sensor technologics lbr sensing real world entities and idcntil-r'thc applications

ol IoT in
n Pa Pattern:
The question paper will have ten questions.

Each full Question consisting of 20 marks

There will be 2 full questions (with a maximum of four sub questions) from each module

Each full question will have sub questions covering all the topics under a module.
on fiom cach module.The students v/ill have to answer 5 full uestions, se one full

Textbooks:
David Hanes, Gonzalo Salgueiro, Patrick Grossetete, Robert Barton'
Fundementds: Networking Technologies, Protocols, and Use Cases for the lnternet of
Things", l"tEdition, Pearson Education (Cisco Press Indian Reprint)' (ISBN: 978-9386873743)

2

Jerome Hcnry,"IoT

NGAGE Leani lndi4 2017Srinivasa K G Internet of Thi
Reference Books:

Vijay Madisetti and ArshdecpBahga, 6'lntern€t of Things (A Hands-on-A
VPT, 2014. (ISBN: 978-8173719547)
Raj kamal, ilnternet of Things: Architecture and Design Principles", l'' Edition, McCraw

SBN: 978-9352605224
2

Hill Education 2017.

tion,pproach)", I

\s't-""r"" U'*-

'.{i$fr'Ift*



}I0B'LE COMPUTING
(Elfectir c lionr rhe academic !ear 2018 -2019)

SEMESTER _ VIII
CIE ltlarks 40Subiect Code I ttcsS2l
SEE Marks 60Number of Contact HoursA eek 3:0:0

40 Exanr Hours 3 HrsTotal Number of Contact Hours
CREDITS _3

Course Learning Objectives: This course ( l8CS82 | ) will enable students to:
o Define concepts ofwireless communication.
. Compare and contrast propagation methods, Channel models, capacity calculations multiple

antennas and multiple user techniques used in the mobile communication.
o Explain CDMA, GSM. Mobile IP, Wlmax and Different Mobile OS
o lllustrate various Markup Languages CDC, CLDC, MIDP; Programming for CLDC, MIDlet

model and security concems

Contact
Hours

\lodule I

Mobile Computing Architecture: Architecture for Mobile Computing, 3-tier Architecture,
Design Considerations for Mobile Computing. Wireless Networks : Global Systems for
Mobile Communication ( GSM and Short Service Messages (SMS): GSM Architecture,
Entities, Call routing in GSM, PLMN Ilterface, GSM Addresses and ldentities, Network
Aspecs in GSM, Mobility Management, GSM Frequency allocation- Introduction to SMS,
SMS Architecture, SM MT, SM MO, SMS as Information bearer, applications, GPRS and
Packet Data Networh GPRS Network Architecture, GPRS Network Operations, Data
Services in GPRS, Applications for GPRS, Billing and Charging in GPRS, Spread Spectrum
technology, IS-95, CDMA versus GSM, Wireless Data, Third Generarion Networks,
Applications on 3G, Introducrion to WiMAX.

08

Nlodule 2

Mobile Client: Moving beyond desktop, Mobile handset ovewiew, Mobile phones and their
features, PDA, Design Constraints in applications for handheld devices. Mobile IP:

$overy, Registration, Tunneling, Cellular IP, Mobile IP with IPv6Inlroduction. di

08

Modulc 3
Mobile OS and Computing Environment : Smart Client Architecture, The Client: User
Interface, Data Storage, Performance, Data Synchronization, Messaging. The Server: Data
Synchronization, Enterprise Data Source, Messaging. Mobile Operating Systems: WinCE,
Palm OS, Symbian OS, Linux, Proprietary OS Client Development: The development
process, Need analysis phase, Design phase, Implementarion and Testing phase, Deploy,rnent
phase, Development Tools, Device Emulatos.

0ti

Module 4
Building, Mobile lntemet Applications: Thin client: Architecture, rhe clienr, Middleware,
messaging Sewers, Processing a Wireless rcquest, Wireless Applications Protocol (WAP)
Overview, Wireless Languages: Markup Languages, HDML, WML, HTML, cHTML,
XHTML, VoiceXML.

08

Nlodule 5

J2ME: lntroduction, CDC, CLDC, MIDP; Programming for CLDC, MlDlet model,
Provisioning, MlDolet life-cycle, Creating new application, MIDlet event handling, GUI in
MIDP, Low level GUI Components, Multimedia APIs; Communication in MIDP, Security
Considerations in MIDP-

08

\^---
)

.,.f3uf;I?$",



Course Outcomes: Th. slLrdcnt u ill be able to :

The students shall able lo:
. Explain stale ofart techniques in wireless communication
. Discover CDMA, GSM. Mobile IP, Wlmax
. Demonstrate for MIDP let model and securit concems

Question paper pattern:
The question paper will have ten questions.

There will be 2 questions fiom each module

Each question will have qucstions covering
sti
e.modulunder atheall

cacfrom modulehonfuleonselectinItove tus$,er 5anhastudentsThe
Text Books:

I . Ashok Talukder, Roopa Yavagal, Hasan Ahmed: Mobite Computing, Technology' Applications

and Service Creation, 2nd Edition, Tata McGraw Hill, 2010'

Mallik: Mobile and Wireless Desi Essenti India,20032.

Reference Books:
l. Raj kamal: Mobile Computing, Oxford University Press, 2007'

2. Iti 
-Saha 

Misra: wireless comirunications and Networks, 3G and Beyond, Tata Mccraw Hill,

2009

The students shall able to:
. Explain state ofan techniques in wireless communication'

o Discover CDMA, GSM. Mobile IP, Wlmax
concemsfor CLDC, MIDP let model and. Demonstrate

fiom each module
will

will

rnpattepaperQuestion
tenhaveon questons.The papelquestr

module.eachonsuestl fromI 2There q
moduleaunderthealluesllonsha covenngonEach qquestr

fuloneful5answertohavestudenlsThe

Techno logy'
ilSer"'i

Indiiltials,Wirclcssik:

BooksextT uonslcapplbileMo ting,AhmedHasan CompuYalT ukder avagal,kAsho Roopa3
02 0HataT McGrawEdi2nd tion,CCand

2001wssenEandleMobiMalM4

)

PRINCIPAL
SlET., TUMAKT'RU

topics
ll

be
topics

Creation,
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ADVANCED ('O\IPLTIR -\It('I{ITECTURES
(Et'I'ective from the acadenric vear 2018 -2019)

SEMESTER _ VIII
Sub ect Code l8cs822

3:0:0

Course Learni ob cctives: This coursc l8CS822) will cnable students to:
o Descnbe computer architecturc.
o Measure the performance ofarchitectures in terms ofright parameters.
o Summarize parallcl architecture and the software used for them

40
60

Contact
Hours

08

08

CIE Marks
Number of Contact HoursA eek SEE Marks
Total Number of Contact Hours 40 Exam Hours 3 Hrs

CREDITS _.3

Modulc I

08of Parallelism: Parallel Computer Models, The State of Computing, Multiprocessors
and Multicomputer, Ir,lultivector and SIMD Computers, PRAI\,I and VLSI Models, program
and Nelwork Propcrties, Conditions of Parallelism, Program Partitioning and Scheduling,
Program FIow Mechanisms, System lnterconaect Architectures, principles of Scalable
Performance, Performance Metrics and Measures, Parallel Processing Applications, Speedup

Theorv

Performance Laws, Scalability Anallsis and Approaches
Module 2

Processors and Memory Hierarchy, Advanced Processor
Technology, Superscalar and Vector Processors, Memory Hierarchy

Tecblo

Hardware Technologies:

Technology, Virtual
08

Module 3

Organizations,
Organi Pipelining

Linear Pipeline

B acheC and Sharedus. Bus SMemory Sharedystems. Memory
M Szatlons, and eakwemory lsCons Mequential odels, andtency
S Techniuperscal onN lnealIques, Processors.Pipeline Processors,
Instruct t0n lnel slDe Arithmeti c DesiIne 6 4

08

tiprocessors and Multicomputers, Multiprocessor
ce and Synchronization Mechanisms, Three

Generations of Multicomputers, Message-passing Mechanisms, Multivector and SIMD
computers, vector Processing principles, Multivector Multiprocessors, compound vector
Processing, SIMD Computer Organizations (Upto g.4),Scalable, Multirkeaded, and
Dataflow Architectures, Latency-Hiding Techniques, principles of Multithreading, Fine,
Grain Multicompulers, Scalable and Multithreadcd Architectures, Dataflow and Hybrid
Architectures.

I\{odule 4
Parallel and Scalable Architectures: Mul
Slntem Interconnects, Cache Coheren

Module 5

Arrays

Soflware for II cl ll Parallclpara Modcprogramml andg: ls, Iara e Iges,Langua ,P
Modc IPara clIls, and C eI rslanguages Ana I S Dataofompl Dependence ys

Parall P Devel t and Enrogram vrronmenopmen onizali andts, Synchron
ultiM odes.M nInstructio andproc veLeesslng Para lnstruclion \:eLe Illelism,

finition,
Ier-detectedessor,

Prediction

lPara e II ter ArchiuSM, B DcaslcComp tecture. lssuesContents, DeProblemsrgn
odeM I of Ta Ica Proc Cy? ctlnstru Levton Ie aralP el lsmompl Operand

F eorder uufltr Re ster,R Torwarding omas lou sgr BranchRenaming thm,Algori
Limi tatlo INS n OII 1t onInstructi ILeve Parallel LeveThread Ilsm, Parallel lsm.
Course Outcomes: The student will be able to

Cache

Programming
Compilers

System

\a-"'* 0s**'r:
PRINCIPAL

$Et., TUMA(URU

)



Explain the concepts of Parallel computing and

Compare and contmsl thc parallel architectures

lllustrate

\n*,- q*,*ir'

hardware technologie.

PRINCIPAL
SIET., TUMAKURU

Pattern:
The question paper will have ten questlons.

Each full Question consisting of 20 marks
questionsquestions

topicsqucstionsquestlon

will

module-cachsubfourofwith )maxlmumtull2willThere be (
module.aundertheallsubhavetl covenngtullEach

modulceachfromonc fulltull5answcrtohavestudentsThe
Textbooks:

Scalabilelism, lityArchitectureotwani,
Education

Paral(SIE)vancedAdareshN ComputerJandKai Hwang
3le. I20 5HillMcGraw

Reference Books:

Kaufmann Elseveir, 20 I 3

Architecture quantitativeDavid
5thapproach,A. Patterson, ComputerandL.JohnI Hennessy

from



a

( IE Nt arks 40
Number of Contact Hours/\l'eek

l8cs823Sub ect Code
3:0:0 SEE Nlarks 60

Total Number of Contact Hours 40 Eram Hours 3 Hrs
CREDITS _3

Coursc Learnin ob ectives: This coursc ( l8CS823 will enablc students to
Define, compare and use the four types ofNoSQL Databases (Document-oriented, Keyvalue
Pairs, Column-oriented and Craph).
Demonstrate an understanding ofthe detailed architecture, define objects, load data, query data
and performance tune Column-oriented NoSQL databases.
Explain the detailed architecture, define objecS, Ioad data, query data and performance tune
Document-oriented NoSQL databases.

Module I Contact
Hours

A-ggregate Data Models; Aggregates, Example of Relations and Aggregates, Consequences
gf Aggrgryte orienration, Key-value and Document oata vtodels, 

-column-Fam 
y'Stores,

Summarizing Aggregate-Oriented Databases.
More Details on Data Models; Relationships, Graph Databases, Schemaless Databases,
Materialized Views, Modeling for Data Access,

I

oN S Lwh The alue Re atr Donal av a at llPersiste Databases, CGetting ta. oncurency
lnte MoST Son, tandard odeMga ( v catton and Intempedance onppl gratl

ttackDatabases theof C Thelusters, fo oN L,Emergence SQ

Textbookl: C

08

Module 2

Version Stamps, Business and S)'stem Transactions, Version Stamps on Multiple Nodes

Textbookl : C ter

Si Master- lication,

laxi ty,

e Sngl S velaharding, to-Peer PeerRep
ocatl Comb ntnl11. ShardiRep and catronRepl

Cons SI U te eadRency Consi stcnpda Re onC scy stenc The C Pt't8 v
ReTheorem. Durabi Sn1ng Quoru

08

Modulc 3

Textbookl: Cha ter 7

Featurcs.

hopping
operati

M R Bas c M cRap- educe, cduc anP tl NIo nap- and oC bn') n n Compos ng
alC cu at T S Mons. uc!-Rcdtagc ap- M cReducap-

a uc aD tabases IsWhat KeaKey- ucal Sv- ucal toreStore, Key- onsrC stency
Fca tructuS orc DafQrery fures, Scal Su btta UL- Csta, C Srng. tori Sessiases, onn-q

In forma otl US!"rn. S DCart a NWhcnta. toot U Re alse, ionships
Da M LI tita, on Tamong ransacl on Das, lon sta, SetsQuery by Opera by

0tt

forms,

Document Iswhat DilDatabases, umcnloc baseDala F ueat Tres. ransact tons,
valA Iab lt F ae Scalv tures,Query ulS tab U SE Eng, vent Lo Contenrng.

loB laPSystems w bc Analggrn c ors t-Rea tmeT Anaytl E-CS,),tr
Commerce lica nWhe otN Utopp lons, SE C Tex ransaclt ons Sompl Di f erentpannlng

08

}*osQL DATABASE
(Effectirc lrom the academic 1,ear 2018 -2019)

SEMESTER-VIII

PRINCIPAL
SIEI.. TUMAKURU

Mismatch,
of

D istribution Server,Models:

Consistency,

Map-Rcduce
IncrcmcntalExample,

Transactions,

Profiles, Prefercncc,

Module 4
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Course Outcomes: The student will be abl€ to :

Define, compare and use the four t)?es ofNoSQL Databases

Pairs, Column-oriented and Graph).

Demonstrate an understanding ofthe detailed architecture, define objects, load data, query data

and performance tune Column-oriented NoSQL databases'

ExpLin the detailed architecture, define objects' load data, query dala and Performance tune

databases.Document-oriented N

(Document-oriented, KeYValue

Patternuestion
The question paper will have ten questions'

Each full Question consisting of 20 marks

There will be 2 futl questions (with a maximum

\Mill

module.eachfourof sub )questlons
module.undercstheallcovenSUb uesllonswil ha ng toprtull qEach question

moduleeachfromfullone5 tullto answerhavestudentsThe
Textbooks:
Sadalage, P. & Fowler, NoSQL the Emerging World of Polyglot Persistence,

2012Pearson Addision W
Distilled: A Brief Guide to

Reference Books:

2. Dan Mdreary and Ann Kelly, "Making Sense of NoSa!-' I guide fo1 Managers and-th-e-Rest of
- 

"y, iritA,i"'r, Manning Pubiication/Direamtech Press, 2013' (ISBN-I3 :978-9351192o22)

Kristina Chodorow, "Mongodb: The Definitive Guide- Powerful and Scalable Data Storage"' 2nd

Editioa OR.eilly Publications, 20 I 3. (ISBN- I 3 : 97 8-93 51 10269 4)

l3:978-9332557338)

3

Education India,Edition, 520Pearson (ISBNI StMortalsMere"N FL orSulliDan van, OSQ
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lll Semester

TRANSFORM CALCULUS, FOURIER SERIES AND NUMERICAT TECHNI QUES
Course Code 21MAT31 CIE Marks 50

Teachi H ours Week L:T:P: S 3:0:0:0 SEE Marks 50
100

PRINCIPAL
SIET TUMAKURU

40 Total MarksTotal Hours of Pedagogy
0303 Exam HoursCrediLs

CLO 1. To have an insight into solving ordinary differential equations by using Laplace transform
techniques

CLO 2. Learn to use t}Ie Fourier series to represent periodical physical phenomena in engineerinS
analysis.

CLO 3. To enable the students to study Fourier Transforms and concepts ofinnnite Fourier Sine and

Cosine transforms and to learn the metiod ofsolving difference equations by the z-transform
method.

CLO 4. To develop the proficiency in solving ordinary and partial differential equations arising in

Course Obiectives:

engineering applications, using numerical methods
Teaching-Learning Process (Geneml lnstructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. Lecturer metlrod (L) need not to be only traditional lecture metlod, but alternative effeqtive

teaching methods could be adopted to attain the outcomes.

2. Use of Video/Animation to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in the class, which promotes critical

thinking.
5. Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop design

thinking skills such as t}le ability to design, evaluate, generalize, and anallze information
rather than simply recall iL

6. Introduce Topics in manifold representations.
7. Show the different ways to solve the same problem and encourage the students to come up

with their own creative ways to solve them.

8. Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve the students' understanding.

Module-1
Definition and Laplace transforms of elementary functions (statements only). Problems on Laplace

ea' fG), t^ f(t) , IIQ . kp;36s transforms of Periodic functions (statement only) and

lnverse Laplace ransforms definition and problems, Convolution tieorem to find the inverse Laplace
transforms (without Prooo and problems. Laplace transforms of derivatives, solution of differential
equations.

Self-study: Solution of simultaneous first-order differential equations.

unit-step function - problems.

transform of

Teaching-Learning Process Chalk and talk method /
Module-2

Introduction to infinite series, convergence and divergence. Periodic functions, Dirichlet's condition.
Fourier series of periodic functions with period 2n and arbitrary period. Half range Fourier series.
Practical harmonic analysis.

Self-study: Convergence ofseries by D'Alembert's Ratio test and, Cauchy's root test
TeachinB-Learning Process Chalk and talk method / Powerpoint Presentation

--.]
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Module-3
lnfinite Fourier transforms definition, Fourier sine and cosine transforms. lnverse Fourier transforms,
Inverse Fourier cosine and sine transforms. Problems.

Ditlerence equations, z-transform-definition, Standald z-transforms, Damping alld shifting ruies,
Problems. lnverse z-transform and applications to solve difference equations.

Self- : lnitial value and final value theorems, roblems.
Chalk and talk method / Powerpoint PresentationTeaching-Learning Process

Module-4
Classifications of second-order partial differential equations, finite difference approximations to
derivatives, Solution of Laplace's equation using standard five-point formula. Solution of heat equation
by Schmidt explicit formula and Crank- Nicholson method, Solution of t}le Wave equation. Problems.

Self-Study: Solution of Poisson equations using standard five-point formula.
Chalk and talk method / Powerpoint PresentationTeaching-Learning Process

Module-5
Second-order differential equations - Runge-Kutta method and Milne's predictor and corrector metlod.

[No derivations of formulae).

Calculus ofVariations: Functionals, Euler's equation, Problems on extremals of functional. Geodesics on
a plane, Variational problems.

Self- Study: Hanging chain problem
Chalk and talk method / PowerPoint PresentationTeaching-Learning Process

Course Outcomes (Cource Skill Set)
At the end ofthe course the student will be able to:

CO 1. To solve ordinary differential equations using Laplace transform.
CO 2. Demonstrate Fourier series to study tlle behaviour of periodic functions and their applications

in system communications, digital signal processing and field theory.
CO 3. To use Fourier transforms to analyze problems involving continuous-time signals and to apply

Z-Transform techniques to solve difference equations
CO 4. To solve mathematical models represented by initial or boundary value problems involving

partial differential equations
CO 5. Determine the extremals offunctionals using calculus ofvariations and solve problems arising

in dynamics ofrigid bodies and vibrational analysis.

Assessment Details @oth CIE and SEE)

The weightage ofcondnuous [nternal Evatuation (CIE) is 5006 and for Semester End Exam (SEE) is 50%.

The minimum passing mark for the CIE is 40% ofthe maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/

course if the student secures not less than 35% (18 Marks out of50) in the semester-end examination

(SEE), and a minimum of 4006 (40 marks out of 100) in the sum total of the CIE (Continuous Internal

Evaluation) and SEE (Semester End Examination) taken togetier
Continuous lnternal Evduation;
Three Unit Tests each of 20 Marks (duration 01 hour)

1. First test at the end of56 week oftle semester

2. Second test at the end ofthe 106 week of the semester

3. Third test at the end ofthe 156 week oftle semester

Two assignments each of 1O Marks
4. First assignment at the end of4h week oftie semester

5. Second assignment at the end of9e week ofthe semester

Group discussion/Seminar/quiz any one ofthree suitably planned to attain the COs and POs for 2O

Marks (duration O1 hours)

PRINCIPAL
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6. At the end of the 13th week ofthe semester

The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks

lto have less stressed c]E, the portion ofthe syllabus should not be common /repeated for any ofthe

methods ofthe CIE. Each method of CIE should have a different syllabus portion of the course).

cIE metlods /question paper has to be designed to attain the different levels of Bloom's

taxonomy as per the outcome defined for ttre Gourse.

Semester End Examination:
Theory sEE will be conducted by university as per the scheduled timetable, with common question

papers for the subject fduration O3 hours)
1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored shall

be proportionally reduced to 50 marks.

2. There will be 2 questions fiom each module. Each of the two questions under a module (witl a

maximum of3 sub-questions), should have a mix of topics under that module'

The students have to answer 5 full questions, selecting one full question from each module

PRINCIPAL
SIET., TUMAKURU

)

Suggested Learning Resourcesi

Textbooks
1. B. S. Grewal: "Higher Engineering Mathematics", Khanna publishers,44th Ed'2018

2. E. Kreyszig: "Advanced Engineering Mathematics", John Wiley & Sons, 1oth Ed' [Reprint), 2016'

Reference Books:
1. V. Ramana: "Higher Engineering Mathematics" McGraw-Hill Education, 11th Ed'

2. Srimanta Pal & Subodh c. Bhunia: "Engineering Mathematics" oxford university Press, 3rd

Reprint, 2016.
3. N.i Sali and Manish Goyal: "A textbook ofEngineering Mathematics" Laxmi Publications, Latest

edition.
C. Ray Wylie, Louis C. Barrett "Advanced Engineering Mathematics" McGraw - Hill Book

Co.Newyorh Latest ed-

Cupta C.B, Sing 5.R and Mukesh Kumar: 'Engineering Mathematic for Semester I and Il", Mc-

Graw Hill Education(lndia) PvL Ltd 2015.
H.KDass aid Er. Rainish Verma: 'Higher Engineering Mathematics" S.Chand Publication (2014).

4.

5.

6.
7. btications, 7th editi 4th R rint 2019mes Stewart: "Calculus" C

Weblinks and Video Lectures (e-Resources) :

1. http://wwwclass-central.com/subiect/math(MOOCs)
2. htip / | academicearth.org/
3. http://www.bookstreeLin.
4. VTU e-Shikshana Program

5. VTU EDUSAT Program

Activity Based Learning (suggested Activities in Class)/ Practical Based learning
. Quizzes
. Assignments

o Seminars



Ill Semester

DATA STRUCTURES AND APPLICATIONS
50

100

27C532 CIE Marks
Teachi Hours Week
Course Code

I sEE Marks
Total Hours of Pedagogy 40T+20P Total Marks
Credits 04 Exam Hours

Explain the fundamentals of data structures and their applications essential for implementing
solutions to problems.
lllustrate representation ofdata structures: Stack, Qu:jqe:, Llnked Lists, Trees and Graphs.
Design and Develop Solutiof,s to problems using Arrays, Structures, Stach Queues, Linked
Lists.
Explore usage ofTrees and Graph for application developmenl
Apply the Hashing techniques in mapDing key value pairs.

Course Obiectives:

clo 1.

cLo 2.
CLO 3.

CLO +.

CLO 5.

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment of the various course

outcomes.

1. Lecturer method (L) need not to be only traditional lecture method, but alternative effective
teaching methods could be adopted to aftain the outcomes.

2. Use of Video/Animation to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in tie class, which promotes critical
thinking.

5. Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop design

thinking skills such as the ability to design, evaluate, gen eralize, ar,d. analyze information
rather than simply recall iL

6. Introduce Topics in manifold representations.
7. Show the different ways to solve the same problem and encourage the students to come up

with their own creative ways to solve them.

B. Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve the students' understanding.
Module-1

Introduction: Data Structures, Classifications [Primitive & Non-Primitive), Data structure operations

[Traversing, inserting deleting, searchin& and sorting). Review ofArrays. Structures: Array ofstructures
Sel[- Referential Srructures.
Dynamic Memory Allocation Functions. Representation of Linear Arrays in Memory dynamically
allocated arrays and Multidimensional Arrays.
Demonstration of representation of Polynomials and Sparse Matrices with arrays.

Textbook 1: Chapter 1: 1.2, Chapter 212.2 - 2,7,Tert Textbook 2: Chapter 1: 1.1 - 1.4,
Chapter 3: 3.1- 3.3,3.5,3.7, Chapter 4: 4.1 - 4.9,4.14 Textbook 3: Chapter 1: 1.3

1. Design, Develop and Implement a menu driven Program in C for the following Array Operations
a. Creating an Array ofN Integer Elements
b. Display ofArray Elements with Suitable Headings
c. Exit.

Support the program with functions for each ofthe above operations.

2, Design, Develop and Implement a menu driven Program in C for the follo$,ing Array operations
a. Inserting an Element (ELEM) at a given valid Position (POS)

b. Deletins an Element at a given valid Position POSI 
^

Laboratory Component:

L:T: P: S 3:0:2:0

03
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c. Disptay ofArray Elements
d. Exit.

Support the program with functions for each ofthe above operations

Teach ing-Learning Process Pro'olem based learning flmplementation of djliere:rl pr

illustrate application of arrays and structures.

ograms to

https: / /wlvw.voutube-com/watch?v=3Xo6P V-ons&l- 201s

https: / /ds2-iiith.vlabs.ac.in/exp/selection-soft /index.html
https://ds f -iiith.vlabs.ac.in/data-structures-
1 / ListVoZO oo/ozo experiments.hunl

Stacks: Definition, Stack Operations, Array Representation ofStacks, Stacks using Dynamic
Arrays. Different representation of expression. Stack Applications: Infix to postfix conversion, Infix to
prefix conversion, evaluation of postfix expression, recursion.

Queues: Definition, Array Representation of Queues, Queue Operations, Circular Queues, Queues and
Circular queues using Dlmamic arrays, Dequeues, Priority Queues,

Textbook 1: Chapter 3: 3.1 -3.4, 3.6 Textbook 2: Chapter 6.L -6.4,6.5,6.7-6.73

1. Design, Develop and Implement a menu driven Program in C for the following operations on
STACK of Integers fArray Implementation of Stack witl maximum size MAX)

a. Pusr, an Element on to Stack
b. Pop an Element fiom Stack
c. Demonstrate OverJlow and Underflow sit\atlons on Stack
d. Display the status ofStack
e. Exit

Support the progam with appropriate functions for each ofthe above operations
2. Design, Develop and Implement a Program in C for the following Stack Applications

a. Evaluation of Suffix expression with single digit operands and operators: +, -,*, f, oh, ^
b. Solving Tower of Hanoi problem with n disks

Laboratory Component:

Teaching-Learning Process Active Learning, Problem based learning

https://nptel.ac.in/courses/106/102/1061 02064/
https:/ /ds1 -i iith.vlabs.ac.in/exp/stacks-queues/index.html

Linked Lists: Definition, classification oflinked lists. Represenbtion ofdifferent types oflinked Iists in
Memory, Traversin& [nsertion, Deletion, Searchin& Sortin& and Concatenation Operations on Singly

linked list, Doubly Linked lists, Circular linked lists, and header linked lists. Linked Stacks and Queues.

Applications of Linked liss - Polynomials, Sparse matrix representation. Programming Examples.

Textbook 1: Chapter 4: 4.1 - 4.4,4.5.2,4.7 ,4.8, Textbook 2: Chapter 5: 5.1 - 5.9

1. Singly Linked List (SLL) oflnteger Data
a. Create a SLL stack ofN integer.
b. Display ofSLL
c. Linear search. Create a SLL queue of N Students Data Concatenation of two SLL of

integers.
2. Design, Develop and Implement a menu driven Program in C for the following operationson

Doubly Linked List (DLL) of Professor Data with the fields: ID, Name, Branch, Area of
specialization

Laboratory Component:

PRINCIPAL
SIET., TUMAKURU
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Module-2

Module-3



a. Create a DLL stack ofN Professor's Data.
b. Create a DLL queue of N Professor's Data

Display the status ofDLL and count the number ofnodes in it-

Mooc, Active Learnin& Problem solving based on linked lists.
hnps: //nptel.ac.in/courses/ 106/ 102l 106102064 /
httpsr //ds 1 -iiith.vlabs.ac.in /exp /ti nked-list/basics/overview.html
https://ds f -iiith.vlabs.ac.in/Listo/n20ofb/o20experiments.hhnl
https://ds f -iiith.vlabs.ac.in/exp /linked-list /basics/overview.html
https;/ /ds 1 -iiith.vlabs.ac.in/Listt%20ofyo20experiments.html

Teaching-Learning Process

Module-4

Trees 1: Terminologies, Binary Trees, Properties ofBinary trees, Array and linked
Representation of Binary Trees, Binary Tree Traversals - Inorder, postorder, preorder;

Threaded binary trees, Binary Search Trees - Definition, lnsertion, Deletion, Traversal, and Searching

operation on Binary search tree. Application of Trees-Evaluation ofExpression.

Textbook 1: r 5: 5.1 -5.5, 5.7; Textbook 2: 7;7.1 - 7.9

1. Given an array of elements, construct a complete binary tree from this array in level order
fashion. That is, elements from left in the array will be filled in the tree level wise starting from
level0. Ex: lnput :

arrfl = {1, 2, 3,4, 5, 6}
output : Root of tie following tree

I
/\
23
/\ /\
4 55

2. Design, Develop and Implement a menu driven Program in C for the following operations on

Binary Search Tree (BST) of Integers
a. Create a BST of N Integers
b. Traverse the BST in Inorder, Preorder and Post Order

Laboratory Component:

Problem based learning
htto: / /www.nptelvideos.in/20 1 2 /1 1/data-structures-and-

algorithms.html
https://ds1 -iiith.vlabs.ac.in/exp/tree-traversal/indel(html
https://ds I -iiith-vlabs.ac.in/exp/tree-traversal /dePth-fi rst^
traversal/dft -practice-html

Teaching-Learning Process

Module-5

Graphs: Definitions, Terminologies, Matrix and Adiacency List Representation of Graphs, Traversal
methods: Breadth First Search and Depth Firstsearch.

Hashing: Hash Table organizations, Hashing Functions, Static and Dynamic Hashin8.

Iextbook 1: Ghapter 1O:1O.2, 1O.3, 10.4, Textbook 2;7.10 - 7,12,7.15 Chapter 11: 11-2, Textbook
1: Chapter 6 : 6,1-6.2, Chapter I : 8.1-8.3, Textbook 2:8.1 - 8.3, 8.5,8.7

Trees 2: AVL tree, Red-black ree, Splay tree, B-tree.

15.2,1S.3, 15. 15.5 and 15.715:15.Textbook : Cha

*lqflIfr."
\ ^ . [r*-'.s',



Laboratory Component:

1. Desiglt l)eveloP and implement a p!.ogram il (l I'oI the following operations on criDh l(;) ol

cities
a. Create a Craph of N cities using Adiacency Matrix.
b. Print all the nodes reachable from a given starting node in a diagraph usinS DFs/BFs

method.

Design and develop a program in C that uses Hash Function H:K->L as H(K)=K mod m[reminder

meth;d) and impl;ment hashing technique to map a given key K to the address space L' Resolve

the collision (ifany) using linear probing.

2

NPTL, MO0C etc. courses on trees and graphs.

hftp://www.nptel videos.in / 2O72 / 11 /data-sEuctures-and-
algorithms.html

Teaching-Learning Process

Course Outcomes (Course Skill Set)

Atthe end ofthe course the student will be able to:

CO 1. Identify different data structures and their applications.
CO 2. Appty stack and queues in solving problems.
CO 3. Demonstrate applications of linked lisu
CO 4. Explore the applications oftrees and graphs to model an eth em.btsd veol pro

lueva rsfound maa resond colve sllli onstechnioe f0C 5. Ma uke S

Assessment Details (both CIE atrd SEE)

The weightage ofcontinuous Internal Evaluation (clEl is 5096 and for semester End Exam (SEE) is 50%.

The minimum passing mark for the clE is 40% of the maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/

course if the student secures not less than 35% (18 Marks out of 50) in the semester-end examination

(SEE), and a minimum of40% (40 marks out of 1OO) in the sum total of the CIE (Continuous lnternal

Evaluation) and SEE (semester End Examination) taken togetler
Gontlnuous Intemal Evaluation:
Three Unit Tests each of20 Martc (duration 01hour)

1. First test at the end of5e week ofthe semester

2. Second test at the end ofthe 10m week of the semester

3. Third test at the end ofthe 15s week of the semester

Two assignments each of 10 Merks
4. First assignment at the end of4s week ofthe semester

5. Second assignment at tlle end of 96 week ofthe semester

Practical Sessions need to be assessed by appropriate rubrics and viva-voce method. This will contribute

to 20 marks.

. Rubrics for each Experiment taken average for all Lab components - 15 Marks.

o Viva-Voce- 5 Marks (more emphasized on demonstration topics)

The sum ofthree tests, two assignments, and practical sessions will be out of 100 marks and will be

scaled down to 50 marks

fto have a less stressed CIE, the portion of the syllabus should not be common /repeated for any ofthe

methods ofthe CIE. Each metiod ofClE should have a different syllabus portion ofthe course).

ctE methods /question paper has to be designed to attain the differeDt levels of Bloom's

taxonomy as per the outcome defined for tfie course.

)
M"",-,

real-world
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Semester End Examination:
Theory SEE will be conducted by University as per the scheduled timetable, with common qucstion
papers for the subject fduration O3 hours)

l. l\e rl'.ies:ion paperwill hirve:en questior\. E.r l' rl:r's'.ron is set for2l) n'lili. V;r.k< sr,,:, i

shall be proportionally reduced to 50 Marks
2, There will be 2 questions from each module. Each of the two questions under a module (with a

maximum of 3 sub-questions), should have a mix of topics under that module.

The students have to answer 5 full questions, selecting one full question from each module

PRINCIPAL
SIEI.. TUMAKUPU

Suggested Learning Resources:

Textbooks:
1. Ellis Horowitz and Sartaj Sahni, Fundamentals of Data Structures in C, 2nd Ed, Universities

Press,2014.
2. Seymour Lipschutz, Data Sructures Schaum's Outlines, Revised 1st Ed, Mccraw HilI,2014.
3. Reema Thareja, Data Structures using C, 3rd Ed, Oxford press, 2012.

Reference Books:
1. Gilberg and Forouzan, Data Structures: A Pseudo-code approach with C, 2nd Ed, Cengage

Learning,2014.
2. lean-Paul Tremblay & Paul G. Sorenson, An Introduction to Data Structures with

Applications,2nd Ed, McGraw Hill, 2013
3. A M Tenenbaum, Data Structures using C, PHl, 1989
4. Robert Kruse, Data Structures and Program Design in C,2nd Ed, PHI, 1996.

Weblinks and Video Lectures (e-Resources):

1. http://elearning.vtu.ac.in/econtent/courses/video/CSE/06CS35.html
2. https://nptel.ac.in/courses/106/105/106105 17 1/
3. http://www.nptelvideos.inl2012l11ldata-structures-and-algoritlms.html

Activity Based Learning (Suggested Activities in Class)/ Practical Based learDing
o Real world problem solving using group discussion-

o Back/Forward stacks on browsers.
. Undo/Redo stacks in Excel orWord.
. Linked list representation ofreal-world queues -Music player, image viewer



III Semester

Course Code
Teachi Hou rs eek
Total Hours of

ANALOG AND DIGITAL ELECTRONICS
21CS3 3 CIE Marks
3:0:2:0 SEE Marks
40T+20P Total Marks

50

L:'l' P: S) 50

100
03Exam Hours

Course Learning Obiectives:
CLO 1. Explain the use ofphoto electronics devices,555 timer lC, Regulator ICs and u4741
CLO 2. Make use of simplifuing techniques in the design of combinational circuits.
CLO 3. Illustrate combinational and sequential digital circuits
CLO 4. Demonstrate the use offlipflops and apply for registers
CLO 5. Design and test counters, Analog-to-Digital and Digital-to-Analog conversion techniques.

Teaching-Leanrlng Process (General tnstructions)
These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course
outcomes.

1. Lecturer method (L) does not mean onlytraditional lecture metlo4 but different type of
teaching methods may be adopted to develop the outcomes.

2. Show Video/animation films to explain functioning ofyarious concepts.
3. Encourage collaborative (Group Learning) Learning in the class
4. Ask at least tlree HOT [Higher order Thinking) questions in tlre class, which promotes critical

t}linking
5. Adopt Problem Based Learning (PBLJ, whiih fosters students'Analytical skills, develop

thinking skills such as the ability to evaluate, generalize, and anal;ze information ratlrer than
simply recall it

5. Topics will be introduced in a multiple representation
7. Show the different ways to solve the same problem and encourage the students to come up

with tJreir own creative ways to solve them.
8. Discuss how every concept can be applied to the real world - and when that's possible, it hetps

improve the students' understanding.

Module-1
BIT Biasing: Fixed bias, Collector to base Bias, voltage divider bias

Operational Amplifier Application Circuits: Peak Detector, Schmitt trigger, Active Filters, Non-Linear
Amplifier, Relaxation Oscillator, Current-to-Voltage and Voltage-to-Current Converter, Regulated
Power Supply Parameters, adjustable voltage regulator, D to A and A to D conyerter.

Textbook 1: Part A: Chapter4 (Sections 4.2,4,3,4.4),Chapter 7 (Sections 7.4, 7.6 to 7.11), Chapter
I (Sections 8.1 and 8.5), Chapter 9.

Laboratory Comwnene
1. Simulate BIT CE voltage divider biased voltage amplifier using any suitable circuit simulator.
2. Using ua 741 Opamp, design a 1 kHz Relaxation Oscillator with 500,6 duty cycle
3. Design an astable multivibrator circuit for three casesbfduty cycle [50%, <50% and >50%)

using NE 555 timer IC.

4. Using ua 741 opamap, design a window comparator for any given UTP and LTP.

Teaching-Learning Process

PRINCIPAL
SIET.. TUMAKURU

Credits 04

1. Demonstration of circuits using simulation.
2. Project work: Design a integrated power supply and

function generator operating at audio frequency. Sine,

square and triangular functions are to be generated.

3. Chalk and Board for numerical

Module-2



Karnaugh maps: minimum forms ofswitching functions, two and three variable Karnaugh maps, four

variable Karnaugh maps, determination of minimum expressions usinB essential prime implicants,

Quine-McClusky Method: determination of prime implicants, the prime implicant chart, Pehicks

ntethod, simplificJtio!l ol incon]plerel! sfecified functions, simr)lil r.::tir)!1 using I)ap-entered variables

Textbook 1: Part B: Chapter 5 (sections 5.1 to 5.4) Chapter 6 (Se€tions 6.1 to 6.5)

PRINCIPAL
SIET.. TUMA(URU

Laboratory Cnmwnent;
1. Given a 4-variable logic expression, simpliry it using appropriate technique and inPlement the

same using basic gates.

1. Chalkand Board for numerical

2. LaboratoryDemonstration
Teaching-Learning Process

Module-3

Combinational circuit desiBn and simulation using gates: Review

design ofcircuits with limited Gate Fan-in, Gate delays and Timing diagrams, Hazards in combinational

Logic, simulation and testing oflogic circuits

Multiplexers, Decoders and Programmable Logic Devices: Multiplexers, three state buffers, decoders

and encoders, Programmable Logic devices.

Textbook 1: Part B: Chapter 8, Chapter 9 (Sections 9.1 to 9.6)

of Combinational circuit design,

Labordtoty componenc
1. Given a 4-variable logic expression, simplify it using approPriate technique and realize the

simplified logic expression using 8:1 multiplexer IC.

2. Design and implement code converter I) Binary to Gray (l I) Gray to Binary Code

1. Demonstration using simulator

2. Case study: Applications ofProgrammable Logic device

3. Chalk and Board for numerical

Teaching-Learning Process

Module-4

Introduction to VHDL: VHDL description ofcombinationa

Latches and Flip-Flops: Set Reset Latch, Gated Latches, Edge-Triggered D Flip Flop 3,SR Flip Flop' I K

Flip Flop, T Flip Flop.

Textbook 1: Part B: Chapter 10(sections 1O.1to 10.3), Chapter 11 (Sections 11'1 to 11'7)

VHDL Modules.

I circuits, VHDL Models for multiplexers,

Laboratory Component:
1. Given a 4-variable logic expression, simplifo it using appropriate technique and simulate the

same in HDL simulator
2. Reatize a l-K Master / Slave Flip-Flop using NAND gates and veriry its truth table' And

implement the same in HDL.

1. Demonstration using simulator
2. Case study: Arithmetic and Logic unit in VHDL

3. Chalk and Board for numerical

Teaching-Learning Process

Module-5

Flops.

shiftderAd tharaP lleld ran Transfers,stersasters cnd uno ters RegisteRegiRegi
Kd siu SRtercounrste eroth Flipngences,n esrgncouunters sequES fo coBinaste drs, ryignregr

accumulator,
and Ifor



Textbook 1: Part B: Chapter 12 (Sections l2.1to 12.5')

Laboratory Component:
l. I){'srgn ind implement a mod n{r<u) syDCltronotlsLll)counterusingl-KFirp-l),rrtI(1.,r:rri

denlonstrate its working.
2. Design and implement an asynchronous counter using decade counter lC to count up from 0 to

n [n<=9) and demonstrate on 7-segment display (using IC-7447)

')

Teachin g-Learning Process

Course outcome (Course Sldll Set)
At the end ofthe course the student will be able to:

CO l. Design and analyze application of analog circuits using photo devices, timer IC, power supply
and regulator IC and op-amp.

CO 2. Explain the basic principles ofA/D and D/A conversion circuits and develop the same.

CO 3. Simplify digital circuits using Karnaugh Map, and Quine-Mcclusky Methods
CO 4. Explain Gates and flip flops and make us in designing different data processing circuits,

registers and counters and compare the types.

CO 5. Develop simple HDL programs

Practical Sessions need to be assessed byappropriate rubrics and viva-voce method. This will contribute
to 20 marks.

r Rubrics for each Experiment taken average for all Lab components - 15 Marks.
. Viva-Voce- 5 Marks (more emphasized on demonstration topics)

The sum ofthree tests, two assignments, and practical sessions will be out of 100 marks and will be

scaled down to S0 marks
(to have a less stressed CIE, the portion ofthe syllabus should not be common /repeated for any ofthe
methods ofthe CIE. Each method ofCIE should have a different syllabus portion ofthe course).
CIE methods /qucstion paper has to be designed to attain the different levels of Bloom's
taxonomy as per the outcome defined for the course.

Semester End Examination:

PRINCIPAL
SIET.. TUMAKURU

1. Demonstration using simulator
2. Project Work Designing any counter, use LED / Seven-

segment display to display the outPut
3. Chalk and Board for numerical

Assessment Detaits @ott CIE and SEE)

The weightage ofContinuous Internal Evaluation (CIE) is 5096 and for Semester End Exam (SEE) is 50%.
The minimum passing mark for the CIE is 409,6 of the maximum marks (20 marks). A student shatl be
deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/
course if the student sefllres not less than 35% (18 Marks out of 50) in tlle semester-end examination
(SEE), and a minimum of 40% (40 marks out of 100) in the sum total of the CIE (Continuous Internal
Evaluation) and SEE (Semester End Examination) taken together
Continuous Internal Eyaluadon:
Three Unit Tests each of20 f,{arks (duration 01 hour)

,.. First test at the end of5s week ofthe semester

2. Second test at the end ofthe 106 week ofthe semester

3. Third test attJre end ofthe 15s week ofthe semester

Two assignments each of 1O Marks
4. First assignment at the end of4s week ofthe semester

5. Second assignmentat tlle end of9$ week ofthe semester



Theory SEE will be conducted by University as per the scheduled timetable, with common question

papers for the subrect (duration 03 hours)
1. The question paper will have ten questions. Each question is set for 20 ma[ks. M|rks scored

shall be proportionally reduced to i0 rt)rrks

, 2. There will be 2 questions from each module. Each of the two questions under a module (with a

maximum of 3 sub-questions), should have a mix of topics under that module.

The students have to answer 5 full questions, selecting one full question from each module

Suggested Learning Resources:

Textbooks
1. Charles H Roth and Larry L Kinney and Raghunandan G H Analog and Digital Electronics,

Cengage Learning2019

Reference Books
1. Anit K Maini, Varsha Agarwal, Electronic Devices and Circuits, Wiley, 2012'

2. Donald P Leach, Albert Paul Malvino & Goutam saha, Digital Principles and Applications, 8th

Edition, Tata Mccraw Hill, 2015.

3. M. Morris Mani, Digital Design,4th Edition, Pearson Prentice Hall,2008'

Electronic Devices and Circuits, 5th Edition, Oxford University Press, 20084. DavidA Bell,

Weblinks and Video Lecturts (e-Resources):

1. Analog Electronic Circuits: https://nptet.ac.in/courses/708/102/108702712/

2. Digital Electronic Circuits: httPs;//nptel.ac.in/courses/708 /705 / 1^087OSl32/

3. Analog Electronics Lab: http://vlabs.iitkgpac.in/be/
4. Digital Electronics Lab: http://vlabs.iitkgp.ac.in/dec

1. Real world problem solving - applying the design concepts ofoscillator, amplifier, switch, Digital

circuits using opamps,555 timer, transistor, Digital ICs and design a application like tone

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning

generator, temperature sensor, digital clock, dancing lights etc.

\n^,-.,- [5**er',,,,
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III Semester

Course Code
Teachin Hours eek L:T: I); S

COMPUTER ORGANIZATION AND ARCHITECTURE
CIE Marks 50

50
100

SEE Marks
Total Marks

2tcs34

Total Hours of Pedagogy
03Credits Exam Hours

Understand the organization and architecture ofcomputer systems, their structure and
operation
lllustrate the concept ofmachine instructions and programs
Demonstrate different ways ofcommunicating with I/O devices
Describe different types memory devices and their functions
Explain arithmetic and logical operations witl different data types

processing unit with parallel processing and pipeline architecture

cLo 2.

clo 3.

CLO 4.

CLO 5.

clo 6. Demonstrate

Course Learning Obiectives

CLO 1.

Teactlng-Learning Process (General Instrucltons)

These are sample Strategies, which teachers can use to accelerate the attainment of tJre various course
outcomes.

1. Lecturer method (L) need not to be only a traditional lecture method, but altemative effective
teaching methods could be adopted to attain tJle outcomes.

2. Use of Video/Animation to explain functioning ofvarious concepts.
3. Encourage collaborative (Group trarning) Learning in the class.

4. Ask at least three HOT (Higher order ThinkingJ questions in the clast which promotes critical
thinking.

5. Adopt Problem Based Learning (PBL), which fosters shtdents'Analytical skills, develop design
thinking skills such as the ability to design, evaluate, generalizg and anal5ze information
ratler tlan simply recall iL

6. lntroduce Topics in manifold representations.
7. Show the different ways to solve the same problem witlr different circuiBflogic and encourage

the students to come up with their own cr€ative ways to solve them.
8. Discuss how every concept can be applied to the real world - and when thafs possiblg it helps

improve the students' understanding.

Module-1
Basic Stmcture of Computers: Basic Operational Concepts, Bus Structures, Performance - Processor
Clock, Basic Performance Equation, Clock Rate, Performance Measuremenl

Machine Instructions and Programs: Memory Location and Addresses, Memory Operations,
Instructions and Instruction Sequencing Addressing Modes

1i Chapterl - 7,3,7.4,1.6 (1.6.1-1.6,4, t,6.7), Chapterz - 2,2 to2,STextbook
Teaching-Learning Process Chalk and board, Active Learning, Problem based learning

Module-2
Input/Output Organization: Accessing I/O Devices, Interrupts - lnterrupt Hardware, Direct Memory
Access, Buses, Interface Circuits

Iglftbook 1: Chapter4 - 4.1, 4.2,4.4,4.5,4,6
Teaching-Learning Process Chalk and board, Active Learning, Demonstration

Module-3
Memory Systemi Basic Concepts, Semiconductor RAM Memories, Read Only Memories, Speed, Size,
and Cost, Cache Memories - Mapping Functions, Virtual memories

5-5.1 to s.4, s.s (s.s.1,5.5.2)Textbook 1:
Teaching-Learning Process Chalk and board, Problem based learnin& Demonstration

J

.,.i}uf;ff,!,
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Module-4

Arithmetic: Nunbers, Arithmetic Opgrations and Characters. Addition and Subtraction of Signed

Numbers, Design ofFast Adders, Multiplication ofPositive \umbers

BaSic Processing Unit: t-un(latuental ConCepts, Executtoll 1): J Collrplete Instruction, Hardrvired

control, Microprogrammed control

Textbook 1: Chapterz-2.1, Chapter6 - 6.1 to 6.3
Textbook 1: Ch r7 - 7.1 7.4,7.57

Chalk& board, Problem based learningTeaching-Learning Process
Module-5

Pipeline and Vector Processing: Parallel ProcessinS, Pipe linin& Arithmetic Pipeline, Instruction

I - 9.1,9.2 9.3 9. 9.?

Pipeline, Vector Processin& Array Processors

Textbook 2:
Chalk and board, MOOC

co 1. Explain the organization and architecture ofcomputer systems with machine instructions and

programs

C0 2. Analyze the input/output devices communicating with computer system

CO 3. Demonstrate the functions of different types of memory devices

CO4. Apply differen
CO 5. Analyze the fu

t data types on simPle arith
nctions of basic processing

metic and logical unit
unit, Parallel processing and piPelining

Course Outcomes
At the end of ttle course the student will be able to

Assessment Detaifs @oth ClE and SEE)

The weightage ofcontinuous Internal Evaluation (clE) is 50yo and for semester End Exam (SEE) is 50%.

The minimum passing mark for the clE is 40% ofthe maximum marks (20 marks). A student shall be

deemed to have.satisfied the academic requirements and earned the credits allotted to each subiect/

course ifthe student secures not less than 35% [18 Marks out of 50) in the semester-end e)Gmination

(SEE),andaminimumof40%(40marksoutof100)inthesumtotaloftheCtE(continuouslnternal
Evaluation) and SEE (Semester End Examination) taken together

continuous lnternal EvaluadoB:

Three Unit Tests each of 20 Marks (duration 01 hour)

1. First test at the end of56 week ofthe semester

2. second test at the end of the 106 week of the semester

3. Third test at the end oftle 15e week ofthe semester

Two assignments each of 1O Marks

4. First assignment at the end of4u week ofthe semester

5. Second assignment at the end ofgs week of tJle semester

Groupdiscussion/Seminar/quizanyoneofthreesuitablyplannedtoattainthecosandPosfor20
Marks (duration 01 hours)

6. At the end ofthe 136 week ofthe semester

The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks
(to have less stressed clE, the portion ofthe syllabus should not be common /repeated for any of the

methods ofthe CIE- Each method ofCIE should have a different sllabus portion of tlte course)'

clEmethods/questionpaPerhastobedesiEnedtoattainthediffercntl€YelsofBloom,s
taxonomy as Per the outcome defined for the course'

Semester End Examination:
Theory sEE will be conducted by university as per the scheduled timetable, with common question

paPe rs for the subject [dura6on 03 hours)

\a*.- q---t'
PRINCIPAI

SIET.. TUMAKURU

Teaching-Learning Process



1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored

shall be proportionally reduced to 50 marks
2. There will be 2 questions from each module. Each ofthe two questions rrnder i't nrodLrle [with a

maximum of3 sub-qrrestrons), should have a mix oftopics under thai r::rrririlr'

The students have to answer 5 full questions, selecting one full question from each module

PRINCIPAI
SIEII, TUMAiU:RU

\,*,-

Textbooks
1. Carl Hamacher, Zvonko Vranesic, Safi^,at Zaky, Computer Organization, 5th

McGraw Hill
2. M. Morris Mano, Computer System Architecture, PHI, 3d Edition

Reference:
1. William Stallings: Computer Organization & Architecture, 9th Edition, Pearson

Edition, Tata

1. https://nptel.ac.inlcourses/105/lO3 / L061,03068/
2. https://nptel.ac.in/content/storage2/courses/106103068/pdf/coa.pdf
3. https://nptel.ac.in,/courses/105/ 105 I 1,06L05163 /
4. https://nptel.ac.in/courses/106 / 106/ 106106092 /
5. https://nptel.ac.in/courses/106 /106/106106166/
6. http://www-nntelvideos.in/2012/11/computer-orpanization.html

Weblinks and Video Lectures (e-Resources):

Activity Based Larning (Suggested Activities in Class)/ Praciical Based learning
. Discussion and literature survey on real world use cases
. Quizzes



III Semester

Course Code

o ECT ORIENTED PROGRAMMING WITH AVA LABORATORY
21CSL35 CIE Marks i0

SEE Marks ;0'l'eachi Hours eek L:T:P: S

24 Total Marks 100
03Exam HoursICredits

Course Obiectives;

CLO 1. Demonstrat€ the use of EcliPse/Netbeans IDE to create lava Applications'

CLO 2. Using iava programming to develop programs for solvinB real-world problems

CLO 3. Reinforce the understanding ofbasic obiect-oriented programming concepts'

. Students should be familiarized about java installation and setting

Usage of IDEs like Eclipse/Netbeans should be introduced'

the iava

environmenL

sesstons.for each laNote: two hours tutorial is s
uisite

Sl. No. PART A - List of problems for which student develop progrom and executc in theshould

Aim: Introduce the iava fundamentals, data tyPes, operators

m: Write a iava program that prints all real solutions to the quadratic equationProgra

rn,ava

c and use the quadratic formula.+c=0. Read in a, b.ax2+bx

1,

2

program: create a ,ava class called student with the following details as variables within iL

USN

Name
Branch
Phone
Write a lava program to create n Student obiects and print tlle USN, Name' Branch' and

Phone ofthese objects with suitable headings'

initialization of variables.
Aim: Demonstrating creation ofiava classes, obiects, constructors, declaration and

Aim: Discuss the various Decision-making statements,

Program:
A. Write a program to check prime number
B.Write a program for Arithmetic calculator using switch case menu

Ioop constructs in iaya

3

Aim: Demonstrate the core ob,ect-oriented concept

Design a super class called Staff with details as Staffld, Name, Phone, Salary' Extend this

ctasiby wriiing three subclasses namely Teaching (domain, publications), Technical

(skilts), and Co-ntract (period). Write a rava Program to read and display at teast 3 staff

obj ects ofall three categories.

of lnheritance, polymorPhism

4

Aim: lntroduce concepts of method overloadin& constructor

Program: Write a iava program demonstrating Method overloading and Constructor

overloading.

overloadin& overriding.

5

Aim: lntroduce the concePt ofAbstraction, packages.

m: Develop a iava application to implement currency converter (Dollar to INR' EURO

Yen to INi a;d vice versa), distance converter (meter to KM, miles to KM and vice

rs to mintime converterversa seconds and vice versa ust

Progra
to INR,

6

7

\r*.- q-"--*
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Total Hours of

Laboratory

Interface inAim: lntroduction abstract abstract



Program: Write a program to generate the resume. Create 2 Java classes Teacher (data:

personal information, qualification, experience, achievements) and Student (data: personal

rnformation, result, discipline) which implenlents the java intefface Resume t{ith the

nrethod biodata
Aim: Demonstrate creation ofthreads using Thread class and Runnable interface, multi-
threaded programming.

Program: Write a Java program that implements a multi-thread apptication that has three

threads. First thread generates a random integer for every 1 second; second thread
computes the square ofthe number and prints; third thread will print the value of cube of
the number.

I

Aim: lntroduce iava Collections.

Program: Write a progErm to perform string operations using Arraylist Write functions for
the follo'vving a. Append - add at end b. Insert - add at particular index c. search d. List all
stri starts with letter.

10

Aim; Exception handling in java, introduction to throwable class, throw, throws, finally.

Program: Write a Java program to read two integers a and b. Compute a/b and print, when
on when b is ual to zero.b is not zero. Raise an

Program:
Write a iava program that reads a file name from the user, displays information about
whether the file exists, whether the file is readable, or writable, the type offile and the

Aim: Introduce File operations in iava.

11

72 Programs:
Develop an applet that displays a simple message in center of the screen
Devel asi e calculator

Aim: lntroduce iava Applet, awt swings.

PART B - Practical Based Learning

01

A problem statement for each batch is to be generated in consultation with the co-examiner
and student should develop an algorithm, program and execute the program for the Siven
problem with approgiate outputs.

Use Eclipse/NetBeans IDE to design, develop, debug lava Proiects.
Analyze the necessity for Obiect Oriented Programming paradigm over stmctured
programming and become familiar with the fundamental concepts in OOP.

Demonstrate the ability to design and develop iava programs, anal)ze, and interpret obiect-
oriented data and document results.
Apply the concepts of multiprogrammin& exception/event handling, abstraction to develop
robust programs.
Develop user friendly applications using File I/O and GUI conceDts-

co 1.
co 2.

co 3.

co 4.

co s.

Course outcome (Course Skill Set)
At the end ofthe course the student will be able to:

Assessment Details (both CIE and SEE)

The weightage of Continuous lnternal Evaluation (CIE) is 50% and for Semester End Exam (SEE) is

50026. The minimum passing mark for the CIE is 40026 of the maximum marks (20 marks). A student

shall be deemed to have satisfied the academic requirements and earned the credits allotted to each

course. The student has to secure not less than 35%o (18 Marks out of 50) in the semester-end

examination (SEE).

continuous lntemal Evaluation (ClE):

CIE marks for the practical course is 50 Marks.
The split-up of CIE marks for record/ iournal and test are in the ratio 60:40.

\o--",* q-r*-t'r"
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. Each experiment to be evaluated for conduction with observation sheet and record write-up.

Rubrics for the evaluation of the.journal/write-up for hardware/software experiments designed

by the faculty who is handling the laboratory session and is made known to students at the

l)egrrnrDg ol the practical session.

. Record should contain all the specified expenments in the syllabus and each experiment write-up

will be evaluated for 10 marks.

. Total marks scored by t]Ie students are scaled downed to 30 marks (6096 of maximum marks).

. Weightage to be given for neatrless and submission of record/write-up on time.

. Department shall conduct 02 tests for 100 marks, the first test shall be conducted after the 8th

week ofthe semester and the second test shall be conducted after the 14e week ofthe semester.

. In each test, test write-up, conduction ofexperimenE acceptable resuli and procedural knowledge

will carry a weightage of 6096 and tle rest 4096 for viva'voce.
. The suitable rubrics can be designed to evaluate each student's performance and leaming ability.

Rubrics sugSested in Annexurell ofRegulation book

o The average of02 tests is scaled down to 20 marks [40% ofthe maximum marks).

The Sum of scaled-down marks scored in the report write-up/iournal and average marks of two tests is

the total CIE marks scored the student.
Semester End Evaluation (SEE):

. SEE marks for the practical course is 50 Marks.
o SEE shall be conducted jointly by the two examiners of the same institute, examiners are

appointed by the University
. All laboratory experiments are to be included for practical examination.
. (Rubrics) Breakup of mark and the instructions printed on tJre cover page of the answer

script to be strictly adhered to by the examiners. OR based on the course requirement
evaluation rubrics shall be decided jointly by examiners.

. Students can pick one question (experiment) from tle questions lot prepared by the internal

/external examiners iointly.
. Evaluation oftest write-up/ conduction procedure and result/viva will be conducted jointly

by examiners,
r General rubrics suggested for sEE are mentioned here, writeup-20026, Conduction procedure

and result in -60y0 ,Yiva-voce 2OVo of maximum marks. SEE for practical shall be evaluated for

100 marks and scored marks shall be scaled down to 50 marks (however, based on course

type, rubrics shall be decided by the examiners)

. Students con pick one experiment from the questions lot of PART A with equql choice to all the

students in q batch. For PART B exominers should frame a question lor each botch, student should

develop an algorithm, program, execute ond demonstrate the results with appropriate output lor
the given problem.

. Weightage of morks for PART A is B0o/o md for PART B is 200k. General rubrics suggested to be

followed for part A and port B.

. Change of experiment is allowed only once and Marks allotted to the procedure part to be

made zero (Not allowed for Part B).

. The duration ofSEE is 03 hours

. Rubrics suggested inAnnexure-ll ofRegulation book

Su8gested Learning Resources:
1. E Balagurusamy, Programming witll Java, Graw Hill, 66 Edition, 2019'
2. Herbert Schildt, C: fava the Complete Reference, McGraw Hill, 116 Edition, 2020

\-*,- ["*-/"
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Ill Semester

Course Code
Teach Hours eek L:T:P: S

MASTERING OFFICE
Practical based

21CSL3 81 CIE Marks
SEE Marks

50
50l:0:():0

Total Marks 10072T + \2PTotal Hours ofPedagogy
Exam Hours o201Credits

Course Obiectives:
CLO 1. Understand the basics ofcomputers and prepare documents and small presentations.
CLO 2. Attain the knowledge about spreadsheet/worksheet with various options.
CLO 3. Create simple presentations using templates various options available.

CLO 4. Demonstrate the ability to aPply apPlication software in an omce environment.
CLO 5. Use MS Office to create proiects, applications.

Teaching-Learning Process (General lnstructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. Lecturer method (Ll need not to be only traditional lecture method, but alternative effective

teaching methods could be adopted to attain the outcomes.

2. Use ofVideo/Animation to explain functioning ofvarious concepts.

3, Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in tlle class, which promotes critical

thinkin6
5. Adopt Problem Based Learning (PBL), which fosters students'Analytical skills, develop design

thinking skills such as the ability to design, evaluate, generalize, and anallze informaton
rather than simply recall iL

6. Introduce Topics in manifold representations'

7. Show tlle different ways to solve tlre same problem with different circuits/logic and encourage

the students to come up with their own creative ways to solve them.

8. Discrrss how every concept can be applied to the real world - and when that's possible, it helps

improve the students' understanding-
Module-1

MS-Word -Working with Files, Text - Formattin& Movin& copying and pasting text, Styles - Lists -
Bulleted and numbered lists, Nested lists, Formatting lists' Table Manipulations. Graphics - Adding clip
Art, add an image from a file, editing graphics, Page formatting - Header and footers, page numbers,
Protect the Document, Mail Merge, Macros - Creating & Saving web pages, Hyperlinks.

Textbook 1: Chapter 2

Chalk and board, Active L€arnin& practical based learningTeaching-Learning Process
Module-2

MS-Excet- Modifying a Worksheet - Moving through cells, adding worksheets, rows and columns,

Resizing rows and columns, selecting cells, Moving and copying cells, freezing panes - Macros - recording
and running. Linking worksheets - Sorting and Filling, Alternating text and numbers with Auto fill, Auto
fitling functions. Graphics - Adding clip art, add an image fiom a file, Charts - Using chart Wizard, Copy

a chart to Microsoft Word.

Textbook 1: Chapter 3
Active Learnin& Demonstration, presentation,Teaching-Learning Process

Module-3

MS-Power Point -Create a Presentation from a template- Working with Slides - Insert a new slide,

apptying a design template, changing slide layouts - Resizing a text box, Text box properties, delete a
text box - Video and Audio effecs, Color Schemes & Backgrounds Adding clip art, adding an image from
a file, Save as a web page.

\n-",- [-*/
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Textbook 1: cha er5
Teaching-Learning Process Demonstration, presentation preparation for case studies

Module-4
Ms-Access - Using Access database wizard, pages and projects. Creating i abies - Create a Table in design
view Datasheet Records - Adding, Editing, deleting records, Adding and deleting columns Resizing rows
and columns, finding data in a table & replacing, Print a datasheet. Queries - MS-Access.

Textbook 1: r4
Teaching-Learning Process Chalk& board, Practical based learning.

Module-5
Microsoft Outlook- Introduction, Starting Microsoft Outlook, outlook Today, Different Views In
Outlook, Outlook Data Files

Textbook 1: Chapter 7
Chalk and board, MO0CTeaching-Learning Process

Course Outcomes (Course Skill Set):
At the end ofthe course the student will be able to:

CO 1, Know the basics of computers and prepare documents, spreadsheets, make small
presentations with audio, video and graphs and would be acquainted with internet

CO 2. Create, edi! save and print documents with list tables, header, footer, graphig spellchecker,
mail merge and grammar checker

CO 3. Attain the knowledge about spreadsheet with formula, macros spell checker etc.

CO 4. Demonstrate the ability to apply application software in an office environmenL
CO 5. Use Google Suite for office data management tasks

Assessment Details (both CIE and SEE)

The weightage of Continuous Internal Evaluation (CIE) is 500/6 and for Semester End Exam (SEE) is

50026. The minimum passing mark for the CIE is 40% of the maximum marks (20 marks). A student

shall be deemed to have satisfied the academic requirements and earned the credits allotted to each

course. The student has to secure not less than 35% [18 Marks out of 50) in the semester'end

examination (SEE).

Continuous Internal Evaluation (ClE):

NOTE: List of exryrimenls to be prepared by the faculql based on the l labus mentioned above

CIE marks for the practical course is 50 Marks
The split-up ofCIE mark for record/ journal and test are in the ratio 60:40.
. Each experiment to be evaluated for conduction with observa$on sheet and record write-up.

Rubrics for the evaluation ofthe journal/write-up for hardware/software experiments designed

by the faculty who is handling the laboratory session and is made known to students at the

beginning of the practical session-

. Record should contain all the specified experimens in the syllabus and each experiment write-up
will be evaluated for 10 marks.

. Total marks scored by the students are scaled downed to 30 mark (6006 of maximum marks),

. Weightage to be given for neatness and submission of record/write-up on time.

. Department shall conduct 02 tests for 100 marks, the first test shall be conducted after tie 8'h

week ofthe semester and the second test shall be conducted after the 146 week ofthe semester.

. In each test, test write-up, conduction ofexperiment, acceptable result, and procedural knowledge

witl carry a weightage of 60% and the rest 40olo for viva-voce.

. The suitable rubrics can be designed to evaluate each studenfs performance and learning ability.
Rubrics suggested in Annexure-ll of Regulation book

r The average of02 tests is scaled down to 20 marks [4096 ofthe maximum marks)-

The Sum ofscaled-down marks scored in the report write-up/iournal and average marks of two tests is

the total CIE marks scored by the studenl
semester End Evaluation (SEE):

PRINCIPAL
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. SEE marks for the practical course is 50 Marks.

. SEE shall be conducted iointly by the two examiners of tJle same institute, examiners are

appointed by the University
. All laboratory experiments are to be included for practical examination'
. (Rubrics) Breakup of marks and the instructions printed on the cover page ol the answer

script to be strictly adhered to by the examiners. oR based on the course requirement
evaluation rubrics shall be decided lointly by examiners.

. Students can pick one question [experiment) from the questions lot prepared by the internal

/external extminers iointlY.
. Evaluation of test write-up/ conduction procedure and result/viva will be conducted iointly

by examiners.

. General rubrics suggested for SEE are mentioned here, writeup-2096, Conduction procedure

and result in -6096, viva-voce 2096 of maximum marks. sEE for practical shallbe evaluated for

100 marks and scored marks shall be scaled down to 50 marks [however, based on course

type, rubrics shall be decided by the examiners)

r The duration ofSEE is 02 hours

Rubrics s sted in Annexure-ll of lation book

PRINCIPAL
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1

2

3

4
5

6
7

htEs://youtu.be/gvRm8c2GRFE
https: //youtu.be /rJPWi5xOg3l
https: //youtu.be/tcj 2BhhCM N4
hftps://youtu-be/ubmwpSkbfPc
https: //voutu.be/i6eNvQ8ff w
http:/ /offi ce.microsoft.com/en-us/training/CR0 1 0047968.aspx

Weblinks and Video Lectures (e-Resources):

https://gsuite. google.com /leaming-center
http://spoken-tutorial.org

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning
o Real world problem solving using group discussion.

. Real world examples of Windows Framework
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lll Semester

Course Code
Teachrng Hours/Week (L:T: P: Sl
Total Hours of Peda

PROGRAMMING IN C++
21CS382 CIE Marks
1:0:0:0 SEE Marks
12 Total Marks

r0
;0
i00

Credits 0l Exam Hours 01

Course Obiectives:
CLO 1. Understanding about object oriented programming and Gain knowledge about the capability

to store information together in an obiect
CLO 2. Understand the capability of a class to rely upon another class and functions.
CLO 3. Understand about constructors which are special type of functions.
CLO 4. Create and process data in files using file l/O functions
CLO 5. Use the generic programming features ofC++ including Exception handling.

Teaching-Learning Process (General lnstructions)

These are sample Strategies, which teachers can use to accelerate the attainment of the various course

outcomes.

1. Lecturer method (L) need not to be only a traditional lecture method, but alternative effective
teaching methods could be adopted to attain the outcomes.

2. Use ofVideo/Animation to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class
4. Ask at least three HOT (Higher order ThinkingJ questions in the class, which promotes critical

tlrinking
5. Adopt Problem Based Learning (PBL), which fosters surdents' Andytical skillt develop design

thinking skills such as the ability to design, evaluate, generalize, and analfze information
rather than simply recall iL

6. Introduce Topics in manifold representations.
7. Show the different ways to solve the same problem with different circuits/ogic and encourage

the students to come up with their own creative ways to solve them.
8. Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve the students' understanding.

Module-1
lntroduction to Obiect Oriented Programming: Computer programming background- C++ overview-

First C++ Program -Basic C++ syntax, Object Oriented Programming: What is an obiect, Classes, methods

and messages, abstraction and encapsulation, inheritance, abstract classes, polymorphism,

Textbook 1: Chapter 1(1.1 to 1.8)
Teaching-Learning Process Chalk and board, Active Learnin& practical based learning

Module-2
Functions in C++: Tokens - Keywords - ldentifiers and constants - Operators in C++ - Scope resolution
operator - Expressions and their types - Special assignment expressions - Function prototyping - Call

by reference - Return by reference - Inline functions -Default arguments - Function overloading.

Textbook 2: chapter 3(3,2,3.3,3,4,3,13,3.14,3.19, 3.20) , chapter 4(4.3,4.4,4.5,4.6,4.7,4,91

Teaching-Learning Process Chalk and board, Active Learnin& Demonstration, presentation,
problem solving

Module-3
lnheritance & Polymorphism: Derived class Constructors, destructors-Types oflnheritance- Defining

Derived classes, Single Inheritance, Multiple, Hierarchical lnheritance, Hybrid lnheritance.

Textbook 2r Chapter 6 (6.2,6.11'l chapter I [8.1 to,8.8) t

PRINCIPAL
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l/O Streams
operations.

Module-4

C++ Class Hierarchy- File stream-Text File Handling- Binary File Handling during file

Textbook 1: Cha r12 12.5 , cha 13 13.6,13.7

Chalk and board, Demonstration, problem solvingTeaching-Learning Process

Chalk and board, Practical based learnin6 practical'sTeaching-Learning Process
Module-5

Exception Handling: Introduction to Exception - Benefits of Exception handling- Try and catch block-

Throw statement- Pre-defined exceptions in C++ .

Textbook 2: Chapter 13 [13.2 to13.6)
Chalk and board, MOOCTeaching-Learning Process

Course Outcomes (Course Skill Set):
At the end ofthe course the student will be able to:

CO 1. Able to understand and design the solution to a problem using obiect-oriented
programming concepts.

CO 2. Able to reuse the code with extensible Class tyPes, User-defined operators and function
Overloading

CO 3. Achieve code reusability and extensibility by means of Inheritance and Polynorphism
CO 4. Identiff and explore the Performance analysis of l/O Streams.
CO 5. Implement the features of C++ including templates, exceptions and file handling for

providing programmed solutions to complex problems.

Assessment Details (bott CtE and SEE)

The weightage ofConunuous lnternal Evaluation (ClE) is 5096 and for Semester End Exam (SEE) is 50%'

The minimum passing mark for the CIE is 40% of the maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned ttre credits allotted to each subject/

course if the student secures not less than 35% (18 Marks out of 50) in the semester-end examination

[SEE), and a minimum of 40Yo (40 marks out of 100) in the sum total of the CIE (Conbnuous lnternal

Evaluation) and SEE (Semester End Examination) taken together
Contitruous lnternal Evaluation:
Three Unit Tests each of2o Marks (duration 01 hour)

1. First test at the end of 5s week ofthe semester

2. Second test at the end ofthe 106 week ofthe semester

3. Third test at the end ofthe 15tr week ofthe semester

Two assignments each of 10 Marks
4. First assignment at the end of4t week ofthe semester

5. Second assignment at the end of9t week of the semester

Group discussion/Seminar/quiz any one ofthree suitably planned to attain the C0s and POs for 20

itarks (duration 01 hours)
6. At the end of the 13th week of the semester

The sum ofthree tests, two assignments, and quiz/seminar/grouP discussion will be out of 100 marks

and will be scaled down to 50 marks

[to have less stressed CIE, the portion of the syllabus should not be common /repeated for any ofthe
methods ofthe CIE. Each method ofCIE should have a different syllabus portion ofthe course).

CtE methods /question paper has to be desiSned to attain the different levels of Bloom's

taxoDomy as per the outcome defrned for the counse.

Semester End Examinatiqn:
Theory SEE will be conducted by University as per the scheduled timetable, with common question

papers for the subiect (duration 01 hourc)
SEE paper wilt be set for 50 questions ofeach of01 marks. The Paftern ofthe question paper is MCQ. The

PRINCIPAL
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Textbooks
1. Bhushan Trived i, " Programming with ANSI C++". Oxfbrd l'ress, Second Edition, 2012.

L Brl.rgunlsiln)!'ii. oi)iecr Oriented PrograI:::rtt:g n::i1 (.-' f.r:il McGlaw Hill Edtlcatiox ['\'l Llri

Fourth Edition 2010.

Reference Books
1. Bhave, " Object Oriented Programming With C++", Pearson Education , 2004.
2. Ray Lischner, "Exploring C++ : The programmer's introduction to C++', apress, 2010
3. Bhave Oriented With C++ Pearson Education 2004

PRINCIPAI
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Weblinks and Video Lectures (e-Resources):

1. Basics of C++ - hnps: //www.voutube.com /watch?v=BClS40yzssA
2. Functions of C++ - https://www.youtube.com/watch?v=pBehAiZWiPw

Tutorial Link:
1. https://www.w3schools-com/cpp/cpp inno.asp
2. https://www.edx.ors,/course/introduction-to-c-3

Activity Based Learning (Suggested Activities in class)/ Practical Based learning
. Demonstration of simple proiects



IV Semester

Course Code

DESIGN AND ANALYSIS OF ALGORITHMS
2tcs42 CIE Marks

Teachin Hours/Week [L:'l':P: S) 3:0:2:0 SEE Marks 50

100Total Marks40T+20PTotal Hours of Pedagogy
Exam Hours 0304Credits

Course Learning Obiectives:

CLo 1. Explain the methods ofanalysing the algorithms and to analfze performance ofalgorithms.
CLO 2. State algorithm's emciencies using asymptotic notations'

CLo 3. Solve problems usingalgorithm design methods such as the brute force method, greedy method,

divide and conquer, decrease and conquer, transform and conquer, dynamic programming,

backtracking and branch and bound.

CLO 4. Choose the appropriate data structure and algorithm design method for a sPecified application.

CLO 5. lntmduce P and NP classes.

TeachinB-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. Lecturer method (L) does not mean only raditional lecture metho4 but different type of
teaching metlods may be adopted to develop the outcomes.

2. Show Video/animation films to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in the class, which promotes critical

thinking
5. Adopt Problem Based Learning (PBL), which fosters students'Analytical skills, develop

thinking skills such as the ability to evaluate, generalize, and analyze information rather than

simply recall it
6. Topics will be introduced in a muluple representation.

7. Show the different ways to solve the same problem and encourage the students to come up

with their own creative ways to solve tfiem.

8. Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve the students' understanding.

Module-1

tntroduction: what is an Algorithm? It's Properties. Algorithm Specification-using natural language

using Pseudo code convention, Fundamentals of Algorithmic Problem solving Analysis Framework-

Time efliciency and space efliciency, Worst-case, Best'case and Average case efficiency-

Perfotmance Analysls: Estimating Space complexity and Time complexity of algorithms.

Asymptotic Notations; Big-Oh notation (O), Omega notation (O), Theta notation (E) witlr examples,

Basic efficiency classes, Matlematical analysis of Non-Recursive and Recursive Algorithms with
Examples.

Brute force design technique: Selection sort, sequential search, string matching algorithm with
complexity Analysis.

Textbook 1! chapter 1 (Sections 1.1,1.2), chapter z(Se'ctions 2.1,2,2,2.3,2.4'), chaPter 3(Section

3.L,3.2)

Textbook 2: Chapter 1(section 1.1,1.2,1.31
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Loboratory Component:

1. Sort a given sct ol n iDteger elements using Selection Sort nlcthod and compute its time
comple\it!'. Rlir ti)r program for varied values of l1> i()t){l and rccold the tirne taken to sort.

PIot a graph ol :ire tlllle taken versus n. The eletrrents can l)e read fronl .r lile or can be

generated using the random number generator. Demonstrate using C++/lava how the brute

force method works along with its time complexity analysis: worst case, average case and best

case.

PRINCIPAL
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Teaching-Learning Process 1. Problem based Learning.

2. Chalk & board, Active Learning.
3. LaboratoryDemonstration.

Module-2

Divide and Conquer: General method, Recurrence equation for divide and conquer, solving it using

Master's theorem. , Divide and Conquer algoritlms and complexity Analysis of Finding the maximum &
minimum, Binary search, Merge sort, Quick sorL

Decrease and Conquer Approach: lntroduction, Insertion sort, Graph searching algorithms,

Topological Sorting. lt's efficiency analysis.

Textbook 2: Chapter 3(Sections 3.1,3.3,3.4,3.5,3.6)

Textbook 1: Chapter 4 (Sections 4.1,.1.2r.3), chapter 5(Section 5.1,5.2,5.3)

1. Sort a given set ofn integer elements using Quick Sort method and compute its time

complexity- Run the program forvaried values ofn> 5000 and record the time taken to sort- Plot

a graph of the time taken versus n. The elements can be read from a file or can be Senerated
using the random number generator. Demonstrate using C++/lava howthe divide-and-conquer

method works along with its Ume complexity analysis: worst case, average case and best case.

2. Sort a given set of n integer elements using Merge Sort method and compute its time
complexity. Run the program for varied values of n> 5000, and record the time taken to sorl
Plot a graph ofthe time taken versus n. The elements can be read from a file or can be generated

using the random number generator. Demonstrate using C++/lava how the divide-and-conquer

method works along with its time complexity analysis: worst case, average case and best case.

Laboratory Component:

1. Chalk & board, Active Learnin& MOoC, Problem based

Learning.

2. LaboratoryDemonstration.

Teaching-Learning Process

Module-3

Greedy MetIod: General method, Coin Change Problem, Knapsack Problem, solving lob sequencing

with deadlines Problems.

Minimum cost spanning trees: Prim's Algorithm, Kruskal's Algorithm with performance analysis.

Single source shortest patls: Dijkstra's Algorithm.

Optimal Tree problem: Huffman Trees and Codes.

Transform and Conquer Approach: lntroduction, Heaps and Heap Sort.

J.0.\^
Textbook 2: Chapter 4(Sections 4.1,4.3,4.5)



Textbook 1: Chapter 9(section 9,\,9.2,9,3,9.4), Chapter 6( section 6.4)

Ldborotory Component:

Write & Execute C++/Java Program

1. To solve Knapsack problem using Greedy method.

2. To find shortest paths to othervertices from a given vertex ina weighted connected graph, using

Diikstra's algoritlm.
3. To find Minimum cost spanning Tree of a given connected undirected graph using Kruskal's

algorithm. Use Union-Find algorithms in your program.

4. To find Minimum Cost Spanning Tree of a given connected undirected graph using Prim's

algorithm.

PRINCIPAL
SIET., TUMAKURU

1. Chalk & board, Active LearninS, MOOC, Problem based

Learning.

2. LaboratoryDemonstration.

Teaching-Learning Process

Module-4

Dynamic Programming: General method with Examples, Multistage Graphs.

Transitive Closure: Warshall's Algorithm. All Pairs Shortest Paths: Floyd's Algorithm,

Knapsack problem, Bellman-Ford Algorithm, Travelling Sales Person problem.

space-Time Tradeoffs: lntroduction, sorting by countin& Input Enhancement in string Matching-

Harspool's algorithm.

Textbook 2: Chapter 5 (Sections 5.1,5.2,5.4,5.9)

Textbook 1: Chapter 8(sections 8.2,8.4), Chapter 7 (Sections 7.1,7.2)

Laboratory Component:

Write C++/ Java programs to

1. Solve All-Pairs Shortest Paths problem using Floyd's algorithm.

2. Solve Travelling Sales Person problem using Dynamic programming

3. Solve 0/1 Knapsack problem using Dynamic Programming method.

1. Chalk & board, Active Learnin& MOOC, Problem based

Learning.

2. LaboratoryDemonstration.

Teachin g-Leaming Process

Module-5

Backtracking: General met]rod, solution using back tracking to N-Que€ns problem, Sum of subsets

problem, Graph coloring Hamiltonian cycles Problems.

Branch and Bound: Assignment Problem, Travelling Sales Person problem, 0/1 Knapsack problem

NP-Complete and NP-Hard problems: Basic concepts, non- deterministic algorithms, P, NP' NP-

Complete, and NP-Hard classes.

Textbook 1: chapter 12 (Sections 12.1,12.2, cloaprfr 11(11.3)

Textbook 2: chapter 7 (Sections 7.1,7 ,2,7.t,7.4,7.5) Chapter 11 (S€ction 11.1)

Lahorqtory Componena
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1. Design and implement C++/lava Program to find a subset ofa given set S = (SI, 52,..., Sn) of n
positive integers whose StJM is cqual to a given positive integer d. For example, if S = {1,2,5,6,
8) and d= 9, there are two solrrtions { l, 2, 6} and {1, B}. Disptay a suitable nressarc ifthegiven

l)r'ol)letD irtsl.lr)fr'drrestt't lr.rr'" , ',,..: .'":

2. Design and implement C++/lava Prograrn to find all Hamiltonian Cycles in a connected

undirected Graph G ofn vertices using backracking principle.

OR!NCtPAL
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l. Chalk & board, Active Learning MOOC, Problem based
learning

2. LaboratoryDemonstration.

Teaching-Learning Process

Analfze the performance of the algorithms, state the emciency using asymptotic notations and

analyze mathematically the complexity ofthe algorithm.

Apply divide and conquer approaches and decrease and conquer approaches in solving the

problems analyze the same

Apply the appropriate algorithmic design technique like greedy metlod, transform and conquer

approaches and compare the elliciency of algorithms to solve the given Problem.
Apply and analyze dynamic programming approaches to solve some problems. and improve an

algorithm time efficiency by sacrificing space.

Apply and analyze backtracking branch and bound methods and to describe P, NP and NP-

Complete problems.

co 1.

co 2.

co 3.

co 4.

co 5.

Course outcome (Course skill Set)

At the end ofthe course the student will be able to

Assessment Details @oth CIE and SEE)

The weightage ofContinuous Internal Evaluation (CIE) is 5096 and for Semester End Exam (SEE) is 50%.

The minimum passing mark for the CIE is 4096 of the maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/

course if the student secures not less than 350/6 (18 Marks out of 50) in the semester-end examination

(SEEJ, and a minimum of 40Vo (40 marks out of 100) in the sum total of the CIE (Continuous Internal

Evaluation) and SEE (Semester End Examination) taken together

Continuous Internal Evaluation:

1. First test at the end of 5s week ofthe semester

2. Second test at the end ofthe 1oth week ofthe semester

3. Third test at the end ofthe 15th week ofthe semester

Two assignments each of 10 Marks

4. First assignment at the end of 4th week ofthe semester

5. Second assignment at the end of9rn week ofthe semester

Practical Sessions need to be assessed by appropriate rubrics and viva-voce method. Thiswill contribute

to ZO Darks.

Rubrics for each Experiment taken average for all Lab components - 15 Marls.

Three Unit Tests each of 20 Marks (duration 01 hour)



Viva-Voce- 5 Marks (more emphasized on demonstration topics)

The sum of three tests, two assignments, and practical sessions wiil be out of 100 marks and wili be

scaled down to 50 marks
(to have a less stressed clE, the portion ofthe syllabus should not be common /repeated for any of the

methods ofthe CIE. Each method ofCIE should have a different syllabus portion ofthe course).

CIE methods /question paper has to be designed to attain the different levels of Bloom's

taxonomy as per the outcome defined for the course.

Semester End Examination:

Theory sEE will be conducted by university as per the scheduled timetable, with common question

papers for the subiect (duration 03 hours)

1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored

shall be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each ofthe two questions under a module (with a

maximum of3 sub-questions), should have a mix oftopics under that module.

The studens have to answer 5 full questions, selecting one full question from each module

Suggested Learning Resources:

Textbooks

1. lntroduction to the Design and Analysis of Algorithms, Anany Levitin: znd Edition, 2009-

Pearson.

2. Computer Algorithms,/C++, Ellis Horowitz, Satrarsahni and Rajasekaran, 2nd Edition, 2014,

Universities Press.

Introduction to Algorithms, Thomas H. Cormen, Charles E. Leiserson, Ronal L. Rivest, Clifford

Stein, 3rd Edition, PHI.

Design and Analysis of Algorithms, S. Sridhar, Oxford (Higher Education)

1.

2.

Reference Books

1. http://elearning.vtu.ac.in/econtent/courses/video/CSE/05CS43.html
2. https://nptel.ac.in/courses/106 /l.OL /106107060 /
3. http;//elearning.vtu.ac.in/econtent/courses/video/FEP/ADAhtml
4. http://cseo1-iiith.vlabs.acin/
5. http://openclassroom.stanford.edu/MainFolder/CoursePaBe.php?course=tntroToAlgorithms

Weblinks and Video Lectures (e-Resources):

Activity Based Learning (suggested Activities in Class)/ Practical Based learning

1. Real world problem solving and puzzles using group discussion. E.9., Fake coin identification,

Peasant, wolf, goat, cabbage puzzle Konigsberg bridge puzzle etc.,

2. Demonstration ofsolution to a problem tfrrough programming.

\n*,-, q-,"'--tJi".,
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lV Semester

MICROCONTROLLER AND EMBEDDED SYSTEMS
Course Code
Teachin Ho eek

Total Hours of Peda

-Tz1cs43

3:0:2:0
40T+20P

-c-tr ruarxs Iso
SEE Varks
Total Marks

50
100
03Credits 04 Exam Hours

Course Learning Obiectives:
CLO 1: Understand the fundamentals ofARM-based systems, including programming modules with

registers and the CPSR

CLO 2; Use the various instructions to program the ARM controller.
CLO 3: Program various embedded components using the embedded C program.

CLO 4: Identiry various components, their purpose, and their application to the embedded system's

applicability.
CLo 5: Understand the embedded system's real-time operating system and its application in IoT.

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. The lecturer method (Ll does not mean only the traditional lecture method, but different types

ofteaching methods may be adopted to develop the outcomes.

2. Show video/animation films to explain the functionin8 of various concepts

3. Encourage collaborative (group learning) learning in tlIe class.

4. Ask at least tiree HOT (Higher order Thinking) questions in the class, which promotes critical
thinking.

5. Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop

thinking skills such as the ability to eveluate, generalize, and anal;ze information rather than

simply recall it
6. Topics will be inEoduced in multiple representations.

7. Show the different ways to solve the same problem and encourage the students to come up

with their own creadve ways to solve them.

8. Discuss how every concept can be applied to the real world, and when that's possible, it helps

improve the students' understanding.
Module-1

Microprocessors versus Microcontrollers, ARM Embedded Systems: The RISC design philosophy, The

ARM Design Philosophy, Embedded System Hardware, Embedded System Software'

AR-LI Processor Fundamentals: Registers, Current Program Status Register, Pipeline, Exceptions,

Interrupts, and the Vector Table, Core Extensions

Textbook 1: Chapter 1 - 1.1 to 1.4, Ch^pter 2 - 2.1to 25
Laboratory Component:

l. Using Keil software, observe the various registers, dump, CPS& witl a simple ALP programme.

1. Demonstration ofregisters, memory access, and CPSR in a

programme module.

2. For concepts, numerical, and discussion, use chalk and a

whiteboard, as well as a PowerPoint presentation'

Teaching-Learning Process

lnlroduction to the ARM lnstnrction Seh Data Processing Instructions , Branch InsEuctions,

Software lnterrupt Instructions, Program Status Register Instructions, Coprocessor lnsmrctions,

Loading Constants

r.T\
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C Compilers and Optimization :Basic C Data Types, C Looping Structures, Register Allocation, Function

Calls, Pointer Aliasin&

Textbook 1: Chapter 3:Secti ons 3.1to 3.6 [Excluding 3.5.2), Chapte r5
Laboratory Component:

2. Write a program to find t}le sum of the first 10 integer numbers.

3. Write a program to find the factorial of a number.

4. Write a program to add an array of 16 bit numbers and store the 32 bit result in internal RAM

5. Write a program to find the square ofa number (1 to 10) using a look-up table.

6. Write a program to find the targest or smallest number in an array of 32 numbers.

1. Demonstration ofsample code using Keil software.

2. LaboratoryDemonstration
Module-3

C Compiters and Optimization :structure Arrangement, Bit-fields, Unaligned Data an

Division, Floating Point, Inline Functions and lnline Assembly, Portability Issues.

ARM programming using Assembly language: Writing Assembly code, Profiling and cycle counting

instruction scheduling Register Atlocation, Conditional Execution, Looping Constructs

Textbook 1: Chapter-5,6

d Endianness,

Laboratory ComponenE
1. Write a program to arrange a series of32 bit numbers in ascending/descending order.

2. Write a prognm to count the number of ones and zeros in two consecutive memory

locations.

3. Display "Hello World" message using Internal UART.

1. Demonstration ofsample code using Keil software

2. Chalk and Board for numerical
Teaching-Learning Process

Module-4

Embedded System Components: Embedded Vs General computing system, History ofem

systems, Classification ofEmbedded systems, Maior applications areas of embedded systems, purpose

ofembedded systems.

Core ofan Embedded System including all types of processor/controller, Memory, Sensors, Actuators,

LED, 7 segment LED display, stepper motor, Keyboard, Push button switch, Communication Interface

(onboard and external types), Embedded firmware, Other system components.

Textbook 2: Chapter 1 (Sections 1.2 to 1.6), Chapter 2 (Secti ons 2.1 to 2.6)

hedded

1. Demonstration ofsample code for various embedded

components using keil.

2. Chalk and Board for numerical and discussion

Module-5

\n*'" q-'*-t''
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Teaching-Learning Process

Laboratory Component:
1. lnterface and Control a DC Motor.

2. Interface a Stepper motor and rotate it in clockwise and anti-clockwise direction.

3. Determine Digital output for a given Analog input using Internal ADC ofARM controller.

4. tnterface a DAC and generate Triangular and Square waveforms.
5. tnterface a 4x4 keyboard and display the key code on an LCD.

6. Demonstrate the use ofan external interrupt to toggle an LED On/Off.

7. Disptay the Hex digits O to F on a 7-segment LED interface, with an appropriate delay in

between.

Teaching-Learning Process



RTOS and IDE for Embedded System Design: Operating System basics, Types ofoperating systems,

Task, process and threads (Only P0SIX Threads with an example program), Thread preemption,
Multiprocessing and Multitasking, Task Communication (without any program), Task synchronization
rssues - Racing and Deadlock, (ionr:ept oi Brnary and counting semaphores (!lrtex example without
any program), How to choose an RTOS, lntegration and testing of Embedded hardware and firmware,
Embedded system Development Environment - Block diagram (excluding Keil),
Disassembler/decompiler, simulator, emulator and debugging techniques, target hardware debugging,

boundary scan

Textbook 2r Chapter-10 (Sections 10.1, 10.2, 10.3, 10.4 , 10.7, 10.8.1.1, 10.8.1.2, 10.8.2.2,lO.Lo
only), Chapter 12, Chapter-l3 ( block diagram before 13.1, 13.3, 13.4, 13.5, 13.6 only)

Laboratory ComponenE
1. Demonstration of loT applications by using Arduino and Raspberry Pi

1. Chalk and Board for numerical and discussion

2. Significance ofreal time operating system[RTos] using
raspberry pi

Teaching-Learning Process

Course outcome (Course Skill Set)

At the end ofthe course, the student will be able to:
CO 1. Explain C-Compilers and optimization
CO 2. Describe the ARM microcontroller's architectural features and program module.
CO 3. Apply the knowledge gained from programming on ARM to different applications.
CO 4. Program the basic hardware components and their application selection method.

CO 5. Demonstrate the need for a real-time operating system for embedded system applicauons.

Assessmetrt Details @oth CIE and SEE)

The weightage ofContinuous lnternal Evaluation [CIE) is 5096 and for Semester End Exam (SEE) is 50%.

The minimum passing mark for t}le CIE is 40% of the maximum marks (20 marks), A student shall be

deemed to have satisfied the academic requirements and-earned the credits allott€d to each subiect/
course if the student secures not less than 35% (18 Marks out of50) in the semester-end examination
(SEE), and a minimum of 4096 (40 marks out of 100) in the sum total ofthe CIE (Continuous lnternal
Evaluation) and SEE (Semester End Examination) taken together
Continuous Internal Evaluation:
Three UnitTests each of20 Marks (duration 01hour)

1. First test at the end of56 week ofthe semester

2. Second test at the end ofthe 10s week oftle semester

3. Third test at the end of the 15$ week of the semester

Two assignments each of 10 Marks
4. First assignment at the end of4s week oftlle semester

5. Second assignment at the end of 9rh week of tie semester

Practical Sessions need to be assessed by appropriate rubrics and viva-voce method. This will contribute
to 20 marks.

. Rubrics for each Experiment taken average for all Lab components - 15 Marks.

r Viva-Voce- 5 Marks (more emphasized on demonstration topics)

The sum ofthree tests, two assignments, and practical sessions will be out of 100 marks and will be

scaled down to 50 marks
(to have a less stressed CtE, the portion ofthe syllabus sh.lld not be common /repeated for any ofthe
methods ofthe ClE. Each method ofClE should have a different syllabus portion oft}te course).

\n--",-, b--f"
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CIE methods /question paper has to be designed to attain the different levels of Bloom's

taxonomy as per the outcome defined for the course

Semester End Examination:
Theory SEE will be conducted by University as per the scheduled timetable, with common questio[

papers for the subject (duration 03 hours)
1. The question paper will have ten questions, Each question is set for 20 marks. Marks scored

shall be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each of the two questions under a module (with a

maximum of 3 sub-questions), should have a mix of topics under that module'

The students have to answer 5 full questions, selecting one full question from each module

PRINCIPAL
SlEf., TUIVIAKURU

Suggested Learning Resources:

Textbooks
1. Andrew N sloss, Dominic Symes and chris wright, ARM system developers guide, Elsevier,

Morgan Kaufman publishers, 2008.

2. Shibu K v, ..lntroduction to Embedded Systems", Tata McGraw Hill Education, Private Limited,

2"d Edition.
Reference Books

1. Raghunandan. G.H, Microcontroller (ARM] and Embedded System, Cengage learning

Publication,2019
2. The Insider's Guide to the ARMT Based Microcontrollers, Hitex Ltd.,1st edition, 2005'

3. Steve Furber, ARM System-on-Chip Architecture, Second Edition, Pearson, 2015'

4. Raj Kamal, Embedded System, Tata McGraw-Hill Publishers, 2nd Edition, 2008.

Weblinks and Video Lectures (e-Resources):

Activity Based Learning (suggested Activities in Class)/ Practical Based learning

\r-,- q-s*fs"



Memester

OPERATINC SYSTEMS

lQqqse Code:

lio u Is eek L:T:P:S

I CS44 -TclE ltt"rt* fso
iTeaching

Total Hours of Pe

50
10040

03
Total Marks

Credits Exam Hours

CLo 1. Demonstrate the need for OS and different types ofOS
CLO 2. Apply suitable techniques for management ofdifferent resources
CLO 3. Use processor, memory, storage and file system commands
CLO 4. Realize the different concepts ofOS in platform ofusage through case studies

Course Obiectives:

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment of the various course

outcomes.

1. Lecturer methods [L) need not to be only traditional Iecture method, but alternative effective

teaching methods could be adopted to attain the outcomes.

2. Use ofVideo/Animation to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinkingl questions in the class, which promotes critical
thinking.

5. Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop design

thinking skills such as the ability to design, evaluate, generalize, and analyze information
rather than simply recall it.

6. IntroduceTopicsinmanifold representations.
7. Show the different ways to solve the same problem and encourage the students to come up

with their own creative ways to solve them.

B. Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve tie students' understanding.
Module-1

Introduction to operatingsystems, System structures: What operating systems do; Computer System

organization; Computer System architecture; Operating System structure; Operating System operations;
Process management; Memory ma[agement; Storage management; Protection and Security; Distributed
system: Special-purpose systems; Computing environments.

Operating System Services: User - Operating System interface; System calls; Types of system calls;
System programs; Operating system design and implementation; Operating System structure; Virtual
machines; Operating System generation: System boot.

Process Management Process concept; Process scheduling; Operations on processes; lnter Process
communication

Textbook 1: Chapter - 1,2,3
Active learning and problem solving

1. https://www.youtube.com/watch?v=vBURTt9 7 EkA&list=PLBlnK
6fEvoRiVhbXDGLXDk OQAeuVco2O

2. hft ps: //www.youtube.com/watch?v=a2B69vCtjOU&list=PL3-
wYxbt4ycipcruDz-TsD ainZ2K3 MUZ&index=2

TeachinB-Learning Process

Module-2 t

PRINCIPAL
SIET.. TUMAKURU
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Multi-threaded Programming: Overview; Multithreading models; Thread Libraries; Threading issues.

Process Scheduling: Basic concepts; Scheduling Criteria; Scheduling Algorithms; Multiple-processor
scheduling; Thread scheduling.

Process Synchronization: Synchronization: The critical sectroD problem; Peterson's solution;
Synchronization hardware; Semaphores; Classical problems of synchronization; Monitors.

Textbook 1: Cha r-4,5
Active Learning and problem solving
1 https://wwwyoutube.com/watch?v=HW2Wcx' ktsc

2.hBst / / www.youtube.com/watch?v=9YRxhlvt9Zo

Teaching-Learning Process

Module-3

Deadlocks: Deadlocks; System model; Deadlock characterization; Methods for handling deadlocks;

Deadlock prevention; Deadlock avoidance; Deadlock detection and recovery from deadlock

Memory Management Memory management strategies: Background; Swapping; Contiguous memory
allocation; PaginB; Structure of page table; Segmentation.

Textbook 1: chapter - 7,8
Active Learnin& Problem solving based on deadlock witl animation

1. hftps:{www.youtube-com/watch?v=MYgmmIIfdBg
2. https://www.youtube.com/watch?v=Y14b7-T3AEw&list=P

LEJxKKTAcSEGPOCFtQTIhOEIU44IJAun&index=30

Teaching-Learning Process

Module-4

Vlrtual Memory Management Background; Demand paging; Copy-on-write; Page replacement;
Allocation of frames; Thrashing.

File System, lmplementation of File System: File system: File concepq Access methods; Directory
structure; File system mounting; File sharing; Protection: Implementing File system: File system

structure; File system implementation; Directory implementation; Allocation methods; Free space

managemenL

Textbook 1: Chapter - 9,10,11
Teaching-Learning Process Active learning about memory management and File system

1. https://www.youtube.com/watch?v=pJ6orCBSoDw&list=P
LIYSeNdwStW-BxRYoyK3fYTWqvtwSqhp

2. httpst / I www.youtube.com/watch?v=-orfFhvNBzY

Module-5

Secondary Storage Structures, Protection: Mass storage structures; Disk structure; Disk attachment;
Disk scheduling; Disk management; Swap space managemenl Protection: Goals ofprotection, Principles
of protection, Domain of protection, Access matrix, Implementation of access matrix, Access control,
Revocation ofaccess rights, capability- Based systems.

f.ase Study: The Linux Operating System: Linux history; Design principles; Kernel modules; Process

management; Scheduling; Memory Management File systems, Input and output; lnter-process
communication.

Textbook 1: Chapter - 2,21
Teaching-Learning Process Active learning about case studies

1. hftps://www.voutube.com/watch?v=TTBkcSeiiu4
2. https://www.youtube.com/watch?v=ShkvMRGTZCM&list=

PLEAYkSg4uSO2PAch4TSmuxnoeTNz OeUl&index=36

3. https://www.youtube.com/watch?v=mXlFEur4VCw
Course Outcomes (course SkiU Set)

PRINCIPAL
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At the end ofthe course the student will be able to:
C0 1. Identiry the structure ofan operating system and its scheduling mechanism.
C0 2. Demonstrate the allocation ofresources for a process using scheduling algorithm.
CO 3. ldentify root causes ot deadlock and provide the solLition for deadlock elimination
CO4. Explore abouI the storage structures and learn about the Linux Operating system.
CO 5. Anatyze Storage Structures and Implement Customized Case study

Assessment Details (both CIE and SEfl
The weightage ofContinuous Internal Evaluation (ClE) is 5096 and for Semester End Exam (SEE) is 50o/o.

The minimum passing mark for the CIE is 40% ofthe maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/
course if the student secures not less than 35% (18 Marks out of 50) in tl|e semester-end examination

[SEE), and a minimum ot 4oo/o (40 marks out of 100) in the sum total of t]te CIE (Continuous Internal

Evaluation) and SEE (Semester End Examination) taken together
Continuous Internal Evaluation:
Three Unit Tests each of2o Marks (duration 01hour)

1. First test at the end of 56 week ofthe semester

2. second test at the end ofthe 106 week oftle semester

3. Third test at the end of the 15fi week ofthe semester
Two assignments each of 10 Marks

4. First assignment at the end of46 week ofthe semester

5. Second assignment at the end of96 week ofthe semester

Group discussion/Seminar/quiz any one ofthree suitably planned to attain the COs and POs for 20

Marks (duration 01 hours)
6. At the end ofthe 13h week oftle semester

The sum ofthree tests. two assignmen6 and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 mar*s
[to have less stressed ClE, the portion ofthe syllabus should not be common /repeated for any of tlle
methods ofthe CIE. Each method ofCIE should have a different syllabus portion ofthe course).

ctE methods /question paper has to be desiped to attain the different levels of Bloom's

taxonomy as per the outcome defined for tle cou6e.
Semester End Examination:
Theory SEE will be conducted by University as per the scheduled timetable, with common question

papers for the subject (duration 03 hours)
1. The question paper will have ten questions. Each question is set for 20 marks. Marks scred shall

be proportionally reduced to 50 marks
2. There will be 2 questions from each module. Each of tJle two questions under a module (with a

maximum of3 sub-questions), should have a mix oftoPics under that module.

The students have to answer 5 full questions, selecting one full question from each module

Suggested Learning Resources:

Textbooks
1. Abraham Silberscharz, Peter Baer Galvin, Greg Gagne, 0perating System Principles 7th edition,

Wiley-lndia, 2006

l. Ann McHoes Ida M Fylnn, Understanding Operating System, Cengage Learnin& 6th Edition
2. D.M Dhamdhere, Operating Systems: A Concept Based Approach 3rd Ed, McGraw- Hill, 2013.

3. P.C.P. Bhatt, An Introduction to Operating Systems: Concepts and Practice 4th Edition,
PHr(EEE),2014.

4. William Stallings operating Systems: Internals and Design Princi les, 6th Edition, Pearson.

Reference Books

Weblinks and Video Lectures (e-Resources):

PRINCIPAL
SIET,, TUMAKURU



uVcp2O
2. hftps://www.youtube.com/watch?v=7B3KAB-

tuE4&list=PLIemF3uozcAKTgs(;liB2voMK3TMR0YE-f
3. https://www.!,outube-conl/t\',rtchlv=.i-

ITLMMeexY&list=PL3pGy4H tqw D0n7 bQfHiPnswzkeR-n6mko

1

Activity Based Learning (Suggested Activities in Class)/

Real world problem solving using group discussion.

Role play for process scheduling.

Present anima6on for Deadlock.

Practical Based learning

Real world examples ofmemory management concepts

PRINCIPAL
SIET., TUMAKURU
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PYTHON PROGRAMMING LABORATORY
tlourse Code

iuaching Hours/Weeks [L: T: P: S)

Total Hours of Pedagogy

27CSL46 CIE Marks 50

0: 0: 2:0 SEE Marks 50

2+ Total Marks 100

03Credits 0l Exam Hours

Course Obiectives:
CLo 1. Demonstrate the use of IDLE or Pycharm IDE to create Python Applications
CLO 2. Using Python programming language to develop programs for solving real-world problems

CLO 3. Implement the Obiect-Oriented Programming concepts in Python.

CLo 4. Appraise the need for working with various documents like Excel, PDF, Word and Others

CLO 5. Demonstrate regular expression using python progErmming

Note: two hours tutorial is suggested for each laboratory sessions.
Prerequisite

. Students should be familiarized about Python installation and setting Python environment

. Usage ofIDLE or IDE like Pycharm should be introduced

Python Installation: https://www.youtube.com/watch?v=Kn 1H F3oD 1 9c

PyCharm I nstallation: https://www.youtube.com/watch?v=SZUNUB6nz3g
SL lVo. PART A - List of problems for which student should develop progrom and execute in

the Laboratory

1

Aln: lntroduce the Plrthon fundamentals, data qryes, operators, flo$,conrol and exception

handling in Python

a) Write a python progEm to find the best of two test average marks out ofthree test's

marks accepted fiom t}le user.

b) Develop a Python program to check whether a given number is palindrome or not and

also count the number of occurrences of each digit in the input number,

Datatypes: https://www.youtube.com/watch?v=gCCVwgR2KU
Operators: https://www.youtube.com/watch?v=v5MRSJnKcZI
Flow Control : https://www.youtube.com/watch?v=PqFKRqpH rjw
For loop: https://www.youtube.com/watch?v=0ZvaDa8eTss
While loop: https:/,/www.youtube.com/watch?v=HZARImviDxg
Exceptions: https://www.youtube.com/watch?v=6SPDvPK38tw

2

Aim: Demonstrating creation of functions, passing parameters and return values

a) Defined as a function F as Fn = Fn-l + Fn-z. Write a Python program which accepts a

value for N (where N >0) as input and pass this value to the function. Display suitable

error message ifthe condition for input value is not followed.

b) Develop a python program to convert binary to decimal, octal to hexadecimal using

functions.

Functions: https://www.youtube.com/watch?v= BVfCWuca9nw

Arguments: https://www.youtube.com/watch?v=i jXMGpoMkhQ

Return value: hft ps://www.youtube.com/watch?v=nuNXiEDnM44

3

Aim: Demonstration ofmanipulation ofsrin8s using string metiods

a) Write a h^hon program that accepts a sentence and find the number of words, digits,

uppercase letters and lowercase letters.

lV Semester

PRINCIPAL
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b) Write a Python program to find the string sinrilarity between two given strings

sample Output: SamPle Output:

Original string: Oriqirr]l :-tring:

Python Exercises Python Exercises

P).thon Exercises Python Exercise

Similarity between two said strings: Similarity between two said strings:

1.0 0.9677 4L9354A3871

Strings: https://www.youtube.com/watch?v=lSltwlnF0eU
String fu nctions: https://wwwyoutube.com/watch?v=9a3CxlyTq00

4

Aim: Discuss different collections like list, tuple and dictionary

a) Write a python program to implement insertion sort and merge sort using lists

b) Write a program to convert roman numbers in to integer values using dictionaries.

Liss; https://www.youtube.com/watch?v=Eaz5e6M8tL4
List methods: hftps://www.youtube.com/watch?v=8-RDVWGkh-tl

Tuples: https://www.youtube.com/watchtu=bdS4dH IIGBc

Tuple operations: https://www.youtube.com/watch?v=TItKabcTTQ4
Dictionary: https://www.youtube.com/watch?v=4Q0pW8XBOkc

Dictionary methods: https://wwwyoutube.com/watch?v=oLeNHuORpNY

5

Aim: Demonstration of pattern recognition with and without using regular expressions

a) Write a function called isphonenumber 0 to recognize a pattern 415-555-4242

wittroutusing regular expression and also write the code to recognize tie same pattern

using regular expression.

b) Develop a python program that could search the text in a file for phone numbers

(+919900889977) and email addresses (samole@gmail.com)

Regular expressions: https://www.youtube.com/watch?v=LnzFnZfHLS4

6

Aim: Demonstration of reading, writing and organizing files.

a) Write a python program to accept a file name from the user and perform the

following operations
1. Display the first N line of the file
2. Find the frequency ofoccurrence ofthe word accepted from the user in the

file
b) Write a p,'thon program to create a ZIP file ofa particular folder which contains

several files inside it.

Files: https://www.youtube.com/watch?v=vuybTCxZgbU
https://wwwyoutube.com/watch?v=Fqcj Kewf TQo

File organization: https;//www.youtube.com/watch?v=MRuq3SRXses

7 Aim: Demonstration ofthe concepts ofclasses, methods, obiects and inheritance

PRINCIPAL
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a) By using the concept of inheritance write a p!,thon program to find the arca of triangle.

circle and rectangle.

l)) \\'rit3 il ]lython progran by cleatll]g a clas' called Employee to stole Iiro rie:eils ol

Nanre, Ernployee_lD, Department and Sa)ary, and rmplement a method to update saJary

ofemployees belonging to a given departnrent-

OOP's concepts; https;//www.youtube.com/watch?v=qiSCMNBlP2g
lnheritance: https://www.youtube.com/watch?v=CnTAkDb4plU

Aim: Demonstration ofclasses and methods with polymorphism and overriding

a) Write a pytlon program to find the whether the given input is palindrome or not (for
both string and integer) using the concept of polymorphism and inheritance.

Overriding: htFs://www.youtube.com/watch?v=CcTzTulsoFk

I

9

a) Write a python program to download tlle all XKCD comics

b) Demonstrate pytlon program to read the data from the spreadsheetand write the data

in to the spreadsheet

Web scraping: https://www.youtube.com/watch?v=ng2o98k983k

Excel: https://www.youtube.com/watch?v=nsKN PHl9i Pc

Aim: Demonstration of working with PDF, word and ISON files

a) Write a python program to combine select pages from many PDFs

b) Write a python program to fetch current weather data from the JSON file

PDFs: https://www.youtube.com/watch?v=q70xzDG6nls
https://www.youtube.com/watch?v=lhQvDTYlbsA
https://www.youtube.com/watch?v=FcrW- ESdY-A

Word files: hnps://www.youtube.com/watch?v=ZU3cSl51iWE

ISON fi les: https://www.youtube.com/watch?v=9N 6a-VLBa2 I

10

Python (Full Course) : https://www.youtube.com/watch?v=-uQrl0TkZlc

Pedagogr
For the above experiments the following pedagory can be considered. Problem based

learning, Active learnin& MOOC, Chalk &Talk
PART B - Practical Based Learning

A problem statement for each batch is to be generated in consultation with the co-examiner and student
should develop an algorithm, program and execute the program for the given problem with appropriate
outputs.
Course Outcomes:

CO 1. Demonstrate proficiency in handling ofloops and creation of functions.
CO 2. Identiry the methods to create and manipulate lists, tuples and dictionaries.
CO 3, Discover the commonly used oPerations involving regular expressions and Rle system.
CO 4. Interpret the concepts of obiect-Oriented Programming as used in Bnh
CO 5. Determine the need for scraping websites and working with

on
PDF, ISON An[ olher file fryqns.

",Jfsf;llft*,

Aimi Demonstration ofworking with excel spreadsheets and web scraping



Assessment Details (both CIE and SEE)

The weightage of Continuous lntcrnal Evaluation (CIE) is 500/0 and for Semester End Exam [SEE) is

50%. The minimum passiug nrark ibr the CIE is 4oolo of the maximunr nrarks (20 rl)arks). A student

shall be deemed to have siltisl:eli tite.rcademic requirements iDd ealt:eti :he credils a:iotted to each

course. The student has to secure not less than 35% (18 Marks out of 50J in the sernester-end

examination (SEE). The student has to secure 4oyo ofsum of the maximum marks of CIE and SEE to

qualiry in the course.

Continuous Internal Evaluation (clE):

CIE marks for the practical course is 50 Marks.

The split-up ofCIE marks for record/ journal and test are in the ratio 60;40.
. Each experiment to be evaluated for conduction with observation sheet and record write-up.

Rubrics for the evaluation of the iournal/write-up for hardware/software experiments designed

by the faculty who is handting the laboratory session and is made known to students at the

beginning of the practical session.

. Record should contain all the specified experiments in the syllabus and each experiment write-up
will be evaluated for 10 marks.

. Total marks scored by the students are scaled downed to 30 marks (6096 of maximum marks).

. Weightage to be given for neatness and submission of record/write-up on time.

. Deparinent shall conduct 02 tests for 100 marks, the first test shall be conducted after the 86
week of the semester and the second test shall be conducted after the 146 week of the semester.

. In each test, test write-up, conduction ofexperiment, acceptable result and procedural knowledge

will carry a weightage of 6070 and tlre rest 4096 for viva-voce'

. The suitable rubrics can be designed to evaluate each studenfs performance and learning ability.

Rubrics suggested in Annexure-ll ofRegulation book
o The average of0z tests is scaled down to 20 marks (4096 ofthe maximum marks).

The Sum ofscaled-down mark scored in the report write-up/iournal and average marks of two tests is

the total CIE marks scored by tie studenl

. SEE marks for the practical course is 50 Marks.

. SEE shall be conducted jointly by the two examiners of the same institute, examiners are
appointed by the University

. All laboratory experiments are to be included for practical examination.

. (Rubrics) Breakup of marks and the instructions printed on the cover page of the answer
script to be strictly adhered to by the examiners. OR based on the course requirement
evaluation rubrics shall be decided iointly by examiners.

. S$dents can pick one question (experiment) from the questions lot prepared by the internal

/external examiners iointly.
. Evaluation oftest write-up/ conduction procedure and result/viva will be conducted ioindy

by examiners.
. ceneral rubrics suggested for SEE are mentioned here, writeup-2o%, Conduction procedure

and result in -6070, Viva-voce 2090 of maximum marks. SEE for practical shall be evaluated for

100 marks and scored marks shall be scaled down to 50 marks (however, based on course

type rubrics shall be decided by the examiners)
. Sadents can pick one experiment hom the questions lot of PART A with equol choice to all the

students in o botch. For PART B exominers should frame a question for each botch, student should

Semester End Evaluation (SEE):

PRINCIPAL
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develop an algorithm, program, execute and demonstrote the results with appropriate output for
the given problem.

. weightage ol nto'*s for PART A is 80ok ond for PART B is 20%o. Cencrol mbrics suggested to be

followed litr p,tt t ,1 end pirt B.

. Change ol experirnent is allowed only once and Marks allotted to the procedure part to be

made zero (Not allowed for Part B).
. The duration ofSEE is 03 hours

Rubrics suggested in Annexure-ll of Regulation book

\n*.- G-*r.'r\
PRINCIPAL
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Textbooks:
1. Al Sweigart, "Automate the Boring Stuff t.ith h/thon",lstEdition, No Starch Press, 2015.

(Available under CC-BY-NC-SA license at https://automatetheboringstuff.com/)
2. Reema Tharela "Python Programming Using Problem Solving Approach' Oxford University

Press.
3. Allen B. Downey, "Think Python: How to Think Like a Computer Scientist',

znd Edition, Green Tea Press, 2015. (Available under CC-BY-NC license at



Memester

WEB PROGRAMMING
(Practical based)

Course Code
Teachi Hours eek :T:P:

21CSL4B1 CIE Marks 50
50
100

1:0:{}:0 SEE Marks
72T + lzP Total MarksTotal Hours of Pedagory

o201 Exam HoursCredits
course obiectives:

CLO 1. Learn Web tool box and history ofweb browsers.

CLO 2. Learn HTML, XHTML tags with utilizations-

CLO 3- Know CSS with dynamic document utilizations.

CLO 4. Learn lavascript with Element access in lavascript
CLO 5. Logically plan and develop web pages..

Teaching-Learning Process (General lnstructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. Lecturer method (L) need not to be only a traditional lecture method, but alternative effective

teachihg metiods could be adopted to attain the outcomes.

2. Use ofVideo/Animation to exPlain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class-

4. Ask at least tlree HoT (Higher order Thinking) questions in the class, which promotes critical

thinking.
5. Adopt Problem Based Learning (PBL), which fosters students' Analytical sHlls, develop design

thinking skills such as the ability to design, evaluate, generalize, and analfze information

rather than simply recall it
6. Introduce Topics in manifold representations.

7. Show the different wa)rs to solve the same problem with different circuits/ogic and encourage

the students to come up with their own creative ways to solve them.

8. Discuss how every concePt can be applied to the real world - and when that's possible, it helps

improve the students' understanding.
Module-1

lntroduction to wEB Programming: Internet, WWW, Web Browsers, and Web Servers, URLs, MIM

HTTP, Security, The Web Programmers Toolbox.
E,

Textbook 1: Chapter 1(1.1 to 1'9)
Teaching-LearninB Process

Module-2

HTML and XHTI{L: Origins ofHTML and XHTML, Basic syntax, Standard XHTML document structure,

Basic text markup, lmages, HlPertext Links, Lists, Tables. Forms,

Frames in HTML and XHTML, Syntactic differences between HTML and XHTML.

Textbook 1: Chapter2(2.L to 2,lO)
Chalk and board, Active Learning Demonstration, Presentation,
problem solving

Teaching-Learning Process

Module-3

CSS: Introduction, Levels of style sheets, Style specilication formats, Selector forms, Property value

Textbook 1: Chapter 3(3.1 to 3.12)
Chalk and board, Demonstration, problem solvingTeaching-LearninB Process

Module-4

\n*r- q-:*Ti'l
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l

Chalk and board, Active Learnin& practical based learning

forms, Font properties, List properties, Color, Alignment of text, Background ima8es, tags.



lava Script - l: Object orientation and lavascript; General qmtactic characteristics; Primitives,
Operations, and expressions; Screen output and keyboard input

Textbook I : Chapter 4(4.1 to 4.5)
Teaching-LearningProcess Clr.rlir.rrr,i Doard, Practical based learnin& practrcil s

Module's

,ava Script - Il: Control statements, Object creation and Modification; Arrays; Functions; Constructor;
Pattern matching using expressions; Errors, Element access in JavascripL

Textbook 1: Chapter 4(4.6 to 4.14)
Teaching-Learning Process Chalk and board, MOOC

Course Outcomes (Course Skill Set)r
At the end ofthe course the student will be able to:

CO 1. Describe the fundamentals ofweb and concept ofHTML
CO 2. Use the concepts ofHTML, XHTML to construct the web pages.
CO 3. Interpret CSS for dynamic documents.
CO 4. Evaluate different concepts oflavascript & Construct dynamic documents.
CO 5. Design a small proiect with lavaScript and XHTML.

Assessment Details @oth CIE and SEE)

The weightage of Continuous Internal Evaluation (CIE) is 5096 and for Semester End Exam [SEE) is

500/0. The minimum passing mark for tbe CIE is 40% ofthe maximum marks (20 marks). A student

shall be deemed to have satisfied the academic requirements and earned the credits allotted to each

course. The student has to secure not less than 35% (18 Marks out of 50) in the semester-end

examination (SEE).

Continuous Internal Evaluation (ClE):

N0TE: List oI ex@riments to be prewred by the lacuLy based on the syllahus mentiond above
CIE ma*s for the practical course is 50 Marks.
The split-up ofClE marks for record/ iournal and test are in the ratio 60:40.
r Each experiment to be evaluated for conduction with observation sheet and record write-up.

Rubrics for the evaluation of the iournal/write-up for hardware/software experiments designed

by the faculty who is handling the laboratory session and is made known to students at tie
beginning of the practical session

. Record should contain all the specified experiments in the syllabus and each experiment write-up
will be evaluated for 10 marks.

o Total marks scored by the students are scaled downed to 30 mark (600/6 of maximum marks).
. weighage to be given for neatness and submission of record/write-up on time.
. Department shall conduct 02 tests for 100 marks, the first test shall be conducted after the 8d

week ofthe semester and the second test shall be conducted after tlle 146 week ofthe semester.

. In each test, test write-up, conduction ofexperiment, acceptable result, and procedural knowledge

will carry a weightage of6096 and the rest 40yo for viva-voce.

. The suitable rubrics can be designed to evaluate each student's performance and learning ability.
Rubrics suggested in Annexure-ll of Regulation book

. The average of02 tests is scaled down to 20 marks (40026 of tlle maximum marks)'

The Sum ofscaled-down marks scored in the report write-up/iournal and average marks of two tests is

the total CIE marks scored by the studenL

Semester End Evaluation [SEE);
. SEE marks for the practical course is 50 Marks.
r SEE shall be conducted jointly by the two examiners of the same institute, examiners are

appointed by the University
ractical examination.All laboratory experiments are to be included for p

PRINCIPAL
SIEI, TUMAKURU



. [Rubrics) Breakup of marks and the instructions printed on the cover page of the answer
script to be strictly adhered to by the examiners. OR based on the course requirement
evaluation rubrics shall be decided jointly by exarniners.

. Students cal Dtr k ole rluestion (experiment) !ronr the (llrestrorts l(,t t)l'cpared by the internal

/external e\an)lners ioilltly.
. Evaluation of test write-up/ conduction procedure and result/viva will be conducted jointly

by examiners.
r General rubrics suggested for SEE are mentioned here, writeup-20%o, Conduction procedure

and result in -60y0, Viva-voce 209o of maximum marks. SEE for practical shall be evaluated for
100 marks and scored marks shall be scaled down to 50 marks (however, based on course

type, rubrics shall be decided by the examiners)
. The duration ofSEE is 02 hours

Rubrics suggested in Annexure-ll ofRegulation book

PRINCIPAI
SIET. TUVTAXURU

Textbooks
1. Robert W Sebesta, 'Programming the World Wide Web", 6th Edition, Pearson Education, 2008.

1. M.Deitel, P.l.Deitel, A.B.Goldbery 'lnternet & World Wide Web How to program", 3rd Edition,
Pearson Education / PHl,2004.

2. Chris Bates, 'Web Programming Building Internet Applications', 3rd Edition, Wiley India,
2006.

3. Xue Bai et al, "The Web Warrior Guide to Web Programming", Thomson, 2003'
4. Sklar,'The Web Warrior Guide to Web Design Technologies', lst Edition, Cengage Learning

India

Reference Books

Fundamentals of WEB Programming:
HTML and XHTML: https://wwwyoutube.com/watchtu=AlXllDDXgwg
CSS: https: //www.youtube-com/watch?v=l35iug1 uHzE

fava Script and HTML Documents: https://wu,w.voutube.com/watch?v=Cd0RBdFRvFo
D)mamic Documents with Javascript https://www.voutube.com /watch?v=HTFSITALNKc

Tutorial Link:
1. http://www.tutorialspoinlcom
2. httn://www.w3schools.com

1.
2.

3.

4.
5.

Weblinks and video Lectures (e-Resources):

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning
. Demonstration of simple projects

\n"-,- G*-;"



lV Semester

UNIX SHELL PROGRAMMINC
Course Code
Teachi Ho lqvlycsl1

lics4qz l c.tE Mi'k. 50
50
100
01

1:0:0:0 SEE Mar-ks

Total MarksTotal Hours of Peda 1Z

01 Exam HoursCredits
Course Obiectives:
CLO 1. To help the students to understand effective use ofunix concepts, commands and terminolory
CLO 2. Identi!, access, and evaluate UNIX file system.
CLO 3. Understand UNIX command syntax and semantics.
CLO 4. Ability to read and understand specifications, scripts and programs.
CLO 5. Analyze Facility with UNIX Process.

Teaching-LearninB Process (General lnstructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. Lecturer method [L) need not to be only a traditional lecture method, but alternative effective

teaching methods could be adopted to attain the outcomes.

2. Use of Video/Animation to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in the class, which promotes critical

thinking.
5. Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop design

thinking skills such as the ability to design, evaluate, generalize, and analyze information

rather than simply recall iL

6. Introduce Topics in manifold representations.
7. Show the different ways to solve the same problem with different circuits/logic and encourage

the students to come up with their own creative ways to solve them,

8. Discuss how every concept can be applied to the real world - and when that's possible, it helPs

improve the students' understanding.
Module-1

tntroduction of UNIX - lntroduction, History, Architecture, Experience the Unix environment, Basic

commands ls, cat, cal, date, calendar, who, printf, tty, sty, uname, passwd, echo, tput, and bc.

Textbook 1: Chapter 1(1.1 to 1.4), Chapter 2- 2.1
Chalk and board, Active Learnin& practical based learningTeaching-Learning Process

Module-2

UNIX File System- The file, what's in a filename? The parent-child relationship,
directory, absolute pathnames, using absolute pathnames for a command cd, mkdir, rmdir, Relative

pathnames, The UNIX file system.

pwd, the Home

Textbook 1: Chapter4
Chalk and board, Active Learnin& Demonstration, presentation,

problem solving
Teaching-Learning Process

Module-3

Basic File Attributes - ts - l, the -d option, File Permissions, chmod, Security and File Permission, users

and groups, security level, changing permission, user masks, changing ownershiP and group, File

Attributes, More file attributes: hard link, symbolic link, umask, find'

Textbook 1: Chapter 6
Chalk and board, Demonstration, problem solvingTeaching-Learning Process

Module-4 \ A

PRINCIPAL
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tntroduction to the Shell Scripting - lntroduction to Shell Scriptin& Shell Scripts, read, Command Line

Arguments, Exit status ofa command, The Logicat operators && and ll, exi! il and case conditions, expr,

sleep and wait, while, until, for, $, @, redirection. The here document, set, trap, Sample Validation and

] Data Entry scripts.

Textbook 1: Cha ter 11 12,74
Chalk and board, Practical based learning, practical'sTeaching-Learning Process

Introduction to uNIx system process: Mechanism of process creation. Parent and child process.

ps command with its options. Executing a command at a specified point of time: at command. Executing

a command periodically: cron command and the crontab fiIe.. Signals.

The

Textbook 1: Chapter 9,19
Chalk and board, MOOCTeaching-Learning Process

Course Outcomes (Course Skill Set):
At the end ofthe course the student will be able to:

CO 1. Know the basics of Unix concePts and commands.
CO2. Evaluate the UNIX file system.
CO 3. Apply Changes in file system.
CO 4. Understand scripts and programs.
CO 5. Analyze Facility with UNIX system process

Assessment Details (both CIE and sEE)

The weightage ofContinuous Internal Evaluation (CIE) is 5096 and for Semester End Exam (SEE) is 50%.

The minimum passing mark for the CIE is 40% of the maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subrect/

course if the student secures not less than 35% (18 Marks out of 50) in the semester-end examination

(SEE), and a minimum of40% (40 marks out of 1OO) in the sum total of the CIE (Continuous Internal

Evaluation) and SEE (Semester End Examination) taken together.

Continuous Internel Evaluation:
Three Unit Tests each of20 Marl(s (duration 01 hour)

1. First test at the end of 5s week of tJle semester

2. Second test at the end ofthe 106 week ofthe semester

3. Third test at the end of the 15th week of the semester

Two assignments each of 10 Marks
4. First assignment at the end of4th week ofthe semester

5. Second assignment at the end of9s week ofthe semester

Group discussion/Seminar/quiz any one of three suitably planned to attain the COs and POs for 20

Marks fduration 01 hours)
6. At the end ofthe 13s week ofthe semester

The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks
(to have less stressed CIE, the portion ofthe syllabus should not be common /repeated for any of the

methods ofthe clE. Each method ofCIE should have a different syllabus Portion ofthe course).

CtE methods /quesdon paper has to be designed to attaitr the differ€nt levels of Bloom's

taxonomy as per the outcome defined for the course'

Semester End Examination:

Theory SEE will be conducted by University as per the scheduled timetable, with common question

papers for the subiect (duration 01 hours)
SEE paper will be set for 50 questions ofeach of01 marks. The pattern ofthe question paper is MCQ. The

time allotted for SEE is 01 hours

Textbooks

\'t-^^.-, 
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1. Unix Concepts & Applications 4rth Edition, Sumitabha Das, Tata Mccraw Hill
References:

2. Unix Shell Programmin& Yashwalt Kanetkar
3. Introduction to UNIX by M G Ven\atesh Murthy.

Weblinks and Video Lectures [e-Resources):
1.. https://www.youtube.com/watch?v=ffYUfAqEamY
2. https://www.youtube.com/watch?v=O05NZiYFcD0
3. https://www.voutube.com/watch?v=8GdT53KDtyY
4. https://www.youtube.conl/watch?app=desktop&v=3Pga3y7rcgo

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning
o Real world problem solving using group discussion.

o Real world examples of Linux operating system Utilizations.

\n*,- G*-t'',,
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Memester

Course Corie
Teachin

R PROGRAMMING
ractical trased

Hou rs eek L:T:P: S

50
50

Tctgl',trit.21CS L4U:l
1:0:0:0 SEE Marks

100l2T + 1,2P Total MarksTotal Hours of Pedagogy
0201 Exam HoursCredits

Course Obiectives:
CLO ,. Explore and understand how R and R Studio interactive environment
CLO 2. To learn and practice programming techniques using R programming.
CLO 3. Read Structured Data into R from various sources.
CLO 4. Understand the different data Structures, data types in R
CLO 5. To develop small applications usine R Prosramminq

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the aftainment ofthe various course

outcomes.

1. Lecturer method (L) need not to be only a traditional lecture method, but alternative effective

teaching methods could be adopted to attain the outcomes.

2. Use of Video/Animation to explain functioning of various concePts.

3. Encourage collaborative (Group LearningJ Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in the class, which promotes critical

thinking.
5. Adopt Problem Based Learning (PBL), which fosters students'Analytical skills, develop design

thinking skills such as the ability to design, evaluate, generalize, and anallze information

rather than simply recall it
6. Introduce Topics in manifold representations.

7. Show the different ways to solve the same problem with different ciroitsfogic and encourage

the students to come up with their own creative ways to solve them.

L Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve the students' understanding.
Module-1

Numeric, Arithmetic, Assiglment, and Vectors: R for Basic Math, Arithmetic, Variables, Functions.
Vectors, Expressions and assignments Logical expressions'

Textbook 1: Chapter 2(2.L to 2.7)
Chalk and board, Active Learnin& practical based learningTeaching-Learning Process

Module-2

Matrices and Arrays: Defining a Matrix, Sub-settin& Matrix Operations, Conditions and Looping: if
statements, looping with for, Iooping with while, vector based programming.

Textbook 1: Chapter 2- 2.8, chapter 3- 3.2 to 3.5
Chalk and board, Active Learnin& Demonstration, presentation,

problem solving
Teaching-Learning Process

Module-3
Lists and Data Frames: Data Frames, Lists, Special values, The apply facmily.

Textbook 1: Chapter 6- 6.2 to 6.4
Chalk and board, Demonstration, problem solvingTeaching-Learning Process

Module-4

Functions: Calling functions, scopin& Arguments matchin& writing functions: The function command,

Arguments, specialized fu nction.

Textbook 1: Chapter 5- 5.1 to 5.6

PRINCIPAL
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Teaching-Learning Process Chalk and board, Practical based learnin& practical's

Module-5
PoiDters: packages, frames, de bugging, manipulatlon ofcode, compilation ofthe code

Textbook 1: Cha r 8- 8.1 to 8.8
Chalk and board, MooCTeaching-Learning Process

Course Outcomes (Course Skill Set):
At the end ofthe course tlle student will be able to:

CO 1. To understand the fundamental syntax of R through readings, practice exercises,
CO 2. To demonstrations, and writing R code.
CO 3. To apply critical programming language concepts such as data types, iteration,
CO 4. To understand control structures, functions, and Boolean operators by writing R programs

and through examples
CO 5. To import a variety of data formats into R using R-Studio
CO 6. To prepare or tidy data for in preparation for anal5ze.

Assessment Details @oth CIE and SEE)

The weightage of Continuous Internal Evaluation (CIE) is 50yo and for Semester End Exam (SEE) is

50%0. The minimum passing mark for the CtE is 40% ofthe maximum marks (20 marks). A student

shall be deemed to have satisfied tlle academic requirements and earned the credits allotted to each

course. The student has to secure not less tllan 35Yo [18 Marks out of 50) in the semester-end

examination (SEE).

Continuous Internal Evaluation (CIE)r

NoTE: List of exryriments to be prepared by the faculty based on the q labus mentioned obove

CtE marks for the practical course is 50 Marl(s.
The split-up ofCIE marks for record/ iournal and test are in the ratio 50;40.
. Each experiment to be evaluated for conduction with observation sheet and record write-up.

Rubrics for tJre evaluation ofthe lournal/write-up for hardware/software experiments designed

by the faculty who is handling the laboratory session and is made known to students at the

beginning of the practical session
. Record should contain all the specified experiments in the syllabus and each experiment write-up

$,ill be evaluated for 10 marks.
. Total marks scored by the students are scaled downed to 30 marks (6096 of maximum marksJ.

. Weightage to be given for neatness and submission of record/write-up on time.

. Department shall conduct 02 tests for 100 marks, tbe first test shall be conducted after the 8'h

week ofthe semester and the second test shall be conducted after tlte 146 week ofthe semester.

. In each test, test write-up, conduction ofexperiment, acceptable resulg and procedural knowledge

will carry a weightage of 60Yo and the rest 40016 for viva-voce.

. The suitable rubrics can be designed to evaluate each student's performance and learning ability.

Rubrics suggested in Annexure-ll ofRegulation book
o The average of02 tess is scaled down to 20 marks (4096 of tlle maximum marks).

The Sum ofscaled-down marks scored in the report write-up/iournal and average marks of two tests is

the total CIE marks scored by the studenL

Semester End Evaluation (SEE):

. SEE marks for the practical course is 50 Marks.

. SEE shall be conducted iointly by the two examiners of the same institute, examiners are
appointed by the University

. All laboratory experiments are to be included for practical examination'

. (Rubrics) Breakup of marks and the instructions printed on the cover page of the answer
script to be strictly adhered to by the examiners. OR based on the course requirement

examiners.

\n-.,- q-"**rl"
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. Students can pick one question (experiment) from the questions lot prepared by the internal

/external examiners iointly.
. Evaluation of test write-up/ conduction procedure and result/viva will be conducted jointly

by examiners.
. General rubrics suggested for SEE are mentioned here, writeup-2oyo, Conduction procedure

and result in -60y0, Viva-voce 2096 of maximum marks. SEE for practical shall be evaluated for

100 marks and scored marks shall be scaled down to 50 marks (however, based on course

type, rubrics shall be decided by t}le examiners)

. The duration ofSEE is 02 hours
Rubrics suggested in Annexure-ll ofRegutation book

\\.,*.-, ["*-r*
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Textbooks
1. Jones, O., Maillardet. R and Robinson, A (2014). lntroduction to Scientific Programming and

Simulation Using R Chapman & Hall/CRC, The R Series.

References:
1. Michael f. Crawley, 'Statistics: An Introduction second edition,R" ,20t5

Weblinks and Video Lectures (e-Resources):

1. Wickham, H. & Grolemund, G. (2018). for Data Science. O'Reilly: New York. Available for free at

httpr//r4ds.had.co. nz

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning
. Demonstration of simple proiects



V Semester

Course Code

AUTOMATA THEORY AND COMPILER DESIGN

2lCS51
SEE Marks

50
50

PRINCIPAL
SIEI , TUMAKURU

3:0:0:0Hours/Week IL:T:P: S)Teachi
Total Marks 100

Exam Hours 0303Credits

CLO 1. tntroduce the fundamental concepts ofAutomata Theory, Formal Languages and compiler
design

CLO 2. Principles Demonshate Application ofAutomata Theory and Formal Languages in the field of
compiler design

CLO 3. Develop understanding ofcomputation thmugh Push Down Automata and Turin8 Machines

CLO 4. Intmduce actMties carried out in different phases ofPhases compiler
CLO 5. Identify the undecidability problems.

Course Learning obiectives

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

improve the students' understanding.
Module-1

lntroduction to Automata Theory: Central Concepts of Automata theory, Deterministic Finite

Automata(DFA), Non- Deterministic Finite Automata(NFA) ,Epsilon- NFA, NFA to DFA Conversion,

Minimization of DFA

lntroduction to Compiler Design: Language Processors, Phases of Compilers

Textbook 1: Chapterl - 1.5, ChapterZ - 2.2,2.3,2.5 Chapter4 -4.4
Textbook 2: Chapterl - 1.1 and 1'2

Chalk and board, Active Learnin& Problem based learningTeachinB-Learning Process
Module-2

Regular Expressions and Languages: Regular Expressions, Finite Automata a

Lexical Analysis Phase of compiler Design: Role of Lexical Analyzer, Input Buffering , Specification of

nd Regular

Expressions, Proving Languages Not to Be Regular

Token, Recognition of Token.

40Total Hours ofPedagogy

1. Lecturer method (L) needs not to be only a traditional lecture method, but alternative effective

teaching methods could be adopted to attain the outcomes.

2. Use ofVideo/Animation to explain functioning ofvarious concePts.

3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in the class, which promotes critical

thinking.
5. Adopt Problem Based Learning (PBL), which fosters students'Anarytical skills, develop design

thinking skills such as the ability to design, evaluate, generalize, and analyze information

rather than simply recatl iL
6. Introduce Topics in manifold representations.

7. Show the different ways to solve the same Problem with different approaches and encourage

the students to come up with their own creative ways to solve them.

8. Discuss how every concept can be applied to the real world - and when that's possible, it helps

n\



Textbook 1: chapter3 - 3.1,3.2,ChaPtet4'4,1
Textbook 2: Cha 13- 3.1 to 3.4
Teaching-Learning Process Chalk and board, Active LearninS, Demonstration

Modrrle-3

Context Free Grammars: Definition and designing CFGs, Derivations Using a Grammar, Parse Tt-ees,

Ambiguity and Elimination of Ambiguity, Elimination ofLeft Recursion, Left Factoring.

Textbook 1r chapter 5 - 5.1.1 to 5.1,6,5.2 (5.2.1,5.2.21, 5.4

Textbook 2: chapter 4 - 4.1,4.2,4.3 4,3,2 to 4.3.4') ,4.4
Chalk and board, Problem based learning, DemonstrationTeaching-Learning Process

Module-4

Push Down Automata: Definition ofthe Pushdown Automata, The Languages

Syntax Analysis Phase of Compilers: Part-z: Bottom-up Parsing, Introduction to LR Parsing: SLR,

More Powerful LR parsers

Textbook2: Chapter 4 - 4.5,4.6, 4.7 (Up to 4.7.4)

ofa PDA.

Textbookl: Chapter 6 - 6.7, 6.2

Teaching-Learning Process
Module-5

tnts'oduction to Turing Machine: Problems that Computers Cannot Solve, The Turing machine,

problems, Programming Techniques for Turing Machine, Extensions to the Basic Turing Machine

Undecidability : A language That ls Not Recursively Enumerable, An Undecidable Problem That Is RE.

Other Phases of Compilers: Syntax Directed Translation- Syntax-Directed Definitions, Evaluation

Orders for SDD's. tntermediate-Code Generation- Variants of S)mtax Trees, Three-Address Code.

Code Generation- Issues in tie Design ofa Code Generator

Textbookl: Chapter I - 8.1, 8.2,8.3,8.4 ChaPter 9 - 9.1,9'2
Textbook2: Chapter 5 - 5.1, 5.2, Chapter 6- 6.1,6.2 Chapter 8- 8.1

Chalk and board, MOOC

Course Outcomes
At the end ofthe course the student will be able to;

CO 1. Acquire fundamental understanding ofthe core concepts in automata theory and Theory of
Computation

CO 2. DesigD and develop lexical analfzers, Parsers and code generators

CO 3. Design Grammars and Automata (recognizers) for different language classes and become

knowledgeable about restricted models ofComputation (Regular, Context Free) and their
relative powers,

CO 4. Acquire fundamental understanding ofthe structure ofa Compiler and Apply concepts

automata theory and Theory ofComputation to desiSn Compilers

CO 5. Design computations models for problems in Automata theory and adaptation of such model

in the field ofcompilers

Assessment Deteils @oth CIE and SEE)

The weightage ofContinuous lnternal Evaluation [CIE) is 5006 and for Semester End Exam (SEE) is 50%.

The minimum passing mark for the CIE is 4090 of the maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/

PRINCIPAL
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Syntax Analysis Phase ofCompilers: part-1: Role of Parser , Top-Down Parsing

Chalk & board, Problem based learning

Teaching-Learning Process



course if the student secures not less than 350/0 (18 Marks out of 50) in tlle semester-end examination

(SEE), and a minimum of 4oo/o (40 marks out of 100) in the sum total of the CIE (Continuous Internal

Evaluation) and SEE (Semester End Examination) taken together

Continuous Internal Evaluation:
Three Unit Tests each of 20 Marks fduration 01 hourJ

1. First test at the end of 5th week of the semester

2. Second test at the end of the 10th week of the semester

3. Third test at the end ofthe 1sth week ofthe semester

Two assignments each of 10 Marks
1, First assignment at the end of4rh week ofthe semester

2, Second assignment at the end of 9th week ofthe semester

Group discussion/Seminar/quiz any one ofthree suitably planned to attain the COs and POs for 2O

Marks (duration 01 hours)
1. At the end ofthe 130'week ofthe semester

3. The students haveto answer 5 full questions, selecting one full question from each module

PRINCIPAL
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Textbooks
1. lohn E Hopcroft, Rajeev Mot\,\rani, feffrey D- Ullman" Introduction to Automata Theory,

Languages and Computation', Third Edition, PearsoL

2. Alfied V.Aho, Monica S.Lam,Ravi sethi, Jeffrey D. Ullman, 'Compilers Principles, Techniques and

Tools", Second Edition,Perason.
Reference:

1. Elain Rich, "Automata,Computability and complexity', lst Editioq Pearson Education,2018.

2, KLP Mishra, N Chandrashekaran, 3rd Edition,'Theory ofComputer Science",PHl,2012.

3. Peter Linz,'An introduction to Formal Languages and Automata', 3rd Edition, Narosa

Publishers,1998.

4. K Muneeswaran, "Compiler Design", oxford University Press 2013

Suggested Learning Resources:

1. https://nptel.ac.in/courses/106/106/ 106106049 / *
2. https://nptel.acin/courses/106/1041 106104123 I
3. https://www.iflap.or&/

weblinks and Video Lectures (e-Resources):

Activity Based Learning (suggested Activities in Class)/ Practical Based learning

The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled dowrr to 50 marks
(to have a less stressed CIE, the portion of the syllabus should not be common /repeated for any ofthe

methods ofthe ClE. Each method ofCIE should havea different syllabus portion ofthe course).

CIE methods /question paper has to be designed to attain the different levels of Bloom's

taxonomy as per the outcome defined for the course.

Semester End Examination:
Theory SEE will be conducted by University as per the scheduled timetable, with common question

papers for the subiect (duration 03 hours)
1. The question paper will have ten questions. Each question is set for 20 marks and Marks scored

shall be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each ofthe two questions under a module (witl a

maximum of3 sub-questions), should have a mix oftopics under that module.



Group Activities, quizzes, Puzzles and presentations

v Semester

(lourse Code: 2 tcs52 CIE Marks 0

50SEE Marks3:0:2:0Teaching Hours/Week IL:T:P: S)
100Total Marks40T + 20PTotal Hours of Pedagogy
03Exam Hourso4Credits

CLO 1. Fundamentals ofdata communication networks.
CLO 2. Software and hardware interfaces
CLO 3. Application ofvarious physical components and protocols
CLO 4. Communication challenges and remedies in the networks.

Course Obiectives:

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the aftainment ofthe various course

outcomes.

1. Lecturer method (L) need not to be only traditional lecture method, but alternative effective

teaching methods could be adopted to attain the outcomes.

2. Use ofVideo/Animation to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) LearninB in tJle class.

4. Ask at least three HoT (Higher order Thinking) questions in the class, which promotes critical

thinking.
5. Adopt Problem Based Learning (PBL), which fosters students'Analytical skills, develop design

thinking skills such as the ability to design, evaluate, generalize, and analfze information

rather than simply recall ir
6. Introduce Topics in manifold representations.

7. Show the different ways to solve the same problem and encourage the students to come up

with their own creative ways to solve them'

8. Discuss how every concept can be aPplied to the real world - and when that's possible, it helPs

improve the students' understandinS.
Module-1

lntroduction to networks: Network hardware, Network software, Reference models,

Physical Layer: Guided transmission media, Wireless transmission

Textbook 1: Ch.1.2 to 1.4, Cb.2.2 to 2.3
Laboratory Comrynene

1. Implement Three nodes point - to - point network with duplex links between them for different
topologies. lSet t}le queue size, vary the bandwidth, and find the number of packets dropped for
various iterations.

Chalk and board, Problem based learning, DemonstrationTeaching-Learning Process

The Data link layer: Design issues of DLL, Error detection and correction, Elementary
protocols, Sliding window protocols.

The medlum access control sublayer.: The channel allocation problem, Multiple access protocols.

data link

Textbook 1: ch.3.1 to 3.4, ch.4.1 and 4.2
Laborotory Componene

1. Implement simple ESS and with transmitting nodes in wire-less LAN by simulation and

determine the throughput with respect to transmission ofpackets

PRINCIPAL
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Module-2



2. Write a program for error detecting code using CRC-CCITT ( 16- bits)

Teaching-Learning Process Chalk and board, Problem based learning, Demonstration

Module-3

The Network Layer:
Network Layer Design Issues, Routing Algorithms, Congestion Control Algorithms, QoS

Textbook 1: Ch 5.1 to 5.4

Laboratory Component:
1. Implement transmission of ping messages/trace route over a network topology consisting of 6

nodes and find the number ofpackets dropped due to congestion in the network
2. Write a program to find the shortest path between vertices using bellman-ford algorithm.

Chalk and board, Problem based learnin& DemonstrationTeaching-Learning Process
Module-4

The Transport Layer; The Transport Service, Elements oftransport protocols, Congestion control, The

internet transport protocols,

Textbook 1: Ch 6.1 to 6.4 and 6.5.1 to 6.5.7
Laboratory Component:

1. Implement an Ethernet LAN using n nodes and set multiple traffic nodes and plot congestion

window for different source / destination.
2. Write a program for congestion control using leaky bucket algorithm

Chalk and board, Problem based learning, DemonstrationTeaching-Learning Process
Module-S

Application l:yer: Principles of Network Applications, The Web and HTTP, Electronic Mail in the
lnternet, DNS-The Internet's Directory Service.

Textbook 2: Ch 2.1 to 2.4
Chalk and board, Problem based learning, DemonstrationTeaching-Learning Process

Course outcomes (course Skill set)
At the end ofthe course t}le student will be able to:

CO 1. Learn tlle basic needs of communication system.
C0 2. lnterpret the communication challenges and its solution.
CO 3. Identify and organize the communication system network components

Assessment Details @oth CIE and SEE)

The weightage ofContinuous Internal Evaluation (ClE) is 50yo and for Semester End Exam (SEE) is 50%'

The minimum passing mark for the CIE is 40% ofthe maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned t}te credits allotted to each subiect/

course ifthe student secures not less than 35% (18 Marks out of 50) in the semester-end examination

[SEE), and a minimum of 40% (40 mark out of lOO) in the sum total of the CIE (Continuous Internal

Evaluation) and SEE (Semester End Examination) taken together

Continuous Internal Evaluation:
Three Unit Tests each of 20 Mar*s (duration 01 hour)

1. First test at the end of5o week ofthe semester

2. Second test at the end ofthe 10s week oftie semester

3. Third test at the end ofthe 156 week ofthe semester

Two assignments each of 1O Marks
4. First assignment at the end of4e week oftle semester

5. Second assignment at the end of96 week ofthe semester

Practical Sessions need to be assessed by appropriate rubrics and viva-voce method. This will contribute

CO 4. Des communication networks for user irements

to 20 marks.
{ -t .- --tt



. Rubrics for each Experiment taken average for all Lab components - 15 Marks

. \'rva-Voce 5 Malks (rnore emplrasized ol deurorls:r'Jttott topics)

The sum of three tests, two assignments, and practical sessions will be out of 100 marks and will be

scaled down to 5o marks
(to have a less stressed CIE, the portion ofthe syllabus should not be common /repeated for any ofthe

methods ofthe ClE. Each method ofCIE should have a different syllabus Portion ofthe course).

ctE methods /question paper has to be designed to attain the different levels of Bloom's

taxonomy as per the outcome defined for tJle course.

Semester End Examination:
Theory SEE will be conducted by University as per the scheduled timetable, with common question

papers for the subiect (duratiotr 03 hours)
1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored

shall be proportionally r€duced to 50 marts
2. There will be 2 questions from each module. Each of the two questions under a module (with a

maximum of 3 sub-questions), should have a mix of toPics under that module.

The students have to answer 5 full questions, selecting one full question from each module

V Semester

DATABASE MANAGEMENT SYSTEMS

Course Code 21CS53 CIE Marks 50

Teaching Hours/Week (L:T:P: SJ 3:0:0:0 SEE Marks 50

Total Hours of Pedagory 40 Total Marks
Credits 03 Exam Hours 03

Course Learning Obiectives

Suggested Learning Resources:

Textbooks:
1. Computer-Netlvorks- Andrew S. Tanenbaum and David f. Wetherall, Pearson Education, 5th-

Edition. (www.pearsonhighered.com/tanenbaum)
2. Computer Networking A Top-Down Approach -lames F. Kurose and Keith W. RossPearson

Education 7s Edition.
Reference Books:

1. Behrouz A Forouzan, Data and Communications and Networking, Fifth Edition, Mccraw
Hill,lndian Edition

2. Larry L Peterson and Brusce S Davie, Computer Networks, fifth edition, ELSEVIER

https://rvw\r,.digimat.in/nptel/courses/video/ 106105 183/L01.html
http://www.digimdt.in/nptel/courses/video/ I 06 1 05081 /L25.html
https://nptel.ac.inlcourses/1 0610508 1

VTU e-Shikshana Program

1
)
3

4

weblinks and video Lectures (e-Resources):

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning
Simulation of Personal area network, Home area network, achieve QoS etc.

Note: For the Simulation experiments modiry the topolory and parameters set for the experiment and
take multiple rounds of reading and analyze tle results available in log files. Plot necessary graphs and
conclude using NS2. Installation procedure ofthe required software must be demonstrated, carried out
in qroups, and documented in the report. Non simulation programs can be implemented using Iava

PRINCIPAI
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CLO 1. Provide a strong foundation in database concepts, technology, and practice.

CLO 2. Practice SQL programming through a variety of database problems.
CLO 3. Demonstrate the use ofconcurrency and transactions in database
CLO 4. Desigl and build database appircatrons for real rvorld problems.

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment o[the various course

outcomes,

1. Lecturer method (L) need not to be only a traditional lecture method, but alternative
effective teaching methods could be adopted to attain the outcomes.

2. Use ofvideo/Animation to explain functioning of 'rarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least tlree HOT (Higher order Thinking) questions in the clast which promotes

critical thinkin6
5. Adopt Problem Based Learning [PBL), which fosters students'Analytical skills, develop

design thinking skills such as t}re ability to design, evaluate, generalize, and analfze
information rather than simply recall it

6. Introduce Topics in manifold representations.

7. Show the different ways to solve the same pmblem with different circuits/logic and

encourage the students to come up witll their own creative ways to solve them.

8. Discuss how every concept can be applied to the real world - and when that's possible, it
helps improve the students' understanding.

Module-1
tntroduction to Databases: Introduction, Characteristics ofdatabase approach, Advantages of using

the DBMS approach, History ofdatabase applications.

Overview of Database latrgueges and Architecturcs: Data Models, Schemas, and Instances. Three

schema
architecture and data independence, database languages, and interfaces, The Database System

environmenL

Conceptual Data Modelling using Entities and Relationships: Entity types, Entity sets, attributes,
roles, and structural constraints, Weak entity types, ER diagrams, Examples

Textbook 1: Ch 1.1 to 1.8,2.1to 2.6,3.1 to 3.7
Teaching-Learning Process Chalk and board, Active Learnin& Problem based learning

Module-2

Relational Model: Relational Model Concepts, Relational Model Constraints and relational database

schemas, Update operations, transactions, and dealing with constraint violations.

Relational Algebra: Unary and Binary relational operations, additional relational operations
(aggregate, groupin& etc.) Examples ofQueries in relational algebra-

Mapping Conceptual Design into a Logical Design: Relational Database Design using ER-to-Relational

mapping.

Textbook 1:, Ch 5.1 to 5.3, 8.1 to 8.5, 9.1;
Chalk and board, Active Learnin& DemonstrationTeaching-Learning Process

Module-3

SQL; SQL data definition and data types, specifying constraints in SQL, retrieval queries in SQL, INSERT,

DELETE, and UPDATE statements in SQL, Additional features ofSQL

r,l
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Advances Queries: More complex SQL retrieval queries, Specirying constraints as assertions a nd action

triggers, Views in SQL, Schema change statements in SQL

Database

Application Development: Accessing databases from applicatioDs, An rntrodLrction to IDBC, .IDBC

classes and interfaces, SQLI, Stored procedures, Case study: The internet Bookshop.

Textbook 1: Ch 6.1to 6,5,7.7 to 7.4; Textbook 2: 6.1 to 6.6;

Chalk and board, Problem based learninS, DemonstrationTeaching-Learning Process
Module-4

Normalization: Database Design Theory - Introduction to Normalization using

Multivalued Dependencies: Informal design guidelines for relation schema, Functional Dependencies,

Normal Forms based on Primary Keys, Second and Third Normal Forms, Boyce-Codd Normal Form,

Multivalued Dependency and Fourth Normal Form, toin Dependencies and Fifth Normal Form. Examples

on normal forms.

Nonnalization Algorithms: lnference Rules, Equivalence, and Minimal Cover, Properties ofRelational

Decompositions, Algorithms for Relational Database Schema Design, Nulls, Dangling tuples, and

alternate Reladonal Designs, Further discussion of Multivalued dePendencies and 4NF, Other

dependencies and

Normal Forms

Textbook 1: Ch 14.1 to -14.7, 15.1 to 15.6

Functional and

Chalk& board, Problem based learningTeaching-Learning Process

Transaction Processing: Introduction to Transaction Processing Transaction and System concepts,

Desirable properties of Transactions, Characterizing schedules based on recoverability, Characterizing

schedules based on Serializability, Transaction support in SQL

Concurrency Conrol in Databases: Two-phase locking techniques for Concurrenry control,

Concurrency control baSed on Timestamp ordering, Multiversion Concurrency control techniques,

Validation Concurrency control techniques, Granularity ofData items and MultiPle Cranularity Locking.

Textbook 1: Ch 20.1 to 20.6,21.7 to 21.7i
Chalk and board, MOOCTeaching-Learning Process

Course Outcomes
At the end ofthe course the student will be able to:

CO 1. ldentify, analyze and define database obiects, enforce integrity constraints on a database using

RDBMS

CO 2. Use Structured Query Language (SQL) for database manipulation and also demonstrate the
basic of query evaluation.

CO 3. Design and build simple database systems and relaf€ the concept of transaction,
concurrency control and recovery in database

CO 4. Develop application to interact with databases, relational algebra expression.
le and domain relation expression from queries.Co 5. Develop applications using tup

Assessment Details (both CIE and SEE)

The weightage ofContinuous lnternal Evaluation (CIE) is 5096 and for Semester End Exam (SEE) is 50%.

The minimum passing mark for the CIE is 40% ofthe maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allofted to each subiect/

course if the student secures not Iess than 35% (18 Marks out of 50) in the semester-end examination

(SEE), and a minimum of 4|o/o (40 marks out of 100) in the sum total bf the CIE (Continuous Internal

Evaluation) and SEE (Semester End Examination) taken togethFr
)

Module-5

)



Continuous lnternal Evaluation:
Three Unit Tests each of 20 Marks (duration 01 hour)

1. First test at the .rld o1 s,t, week of the semester

2. Secolr(i teJl .r: :l:r, e:r(i ol ihe i0 rveek ofthe ser)ai'ri'
3. Third test.tt the end ol the lSri'week ofthe sellrester

Tlvo assignments each of 10 Marks
4. First assignment at the end of4th week ofthe semester

5. Second assignment at the end of 9rt week of the semester

Group discussion/Seminar/quiz any one ofthree suitably planned to anain the COs and POs for 20
Marks (duration 01 hours)

6. At the end ofthe 13rh week ofthe semester

The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks
and witl be scaled down to 50 marks

[to have less stressed CIE, the portion ofthe syllabus should not be common /repeated for any of tJIe

methods ofthe CIE. Each method of CIE should have a different syllabus portion ofthe course).

CIE methods /question paper has to be designed to attain trle different levels of Bloom's
taxonomy as per the outcome denned for the course,
Semester End Examination:
Theory SEE will be conducted by University as per the scheduled timetable, with common question
papers for the subject (duration 03 hours)
1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored shall

be proportionally reduced to 50 marks.

2. There will be 2 questions from each module. Each of the two questions under a module (with a

maximum of3 sub-questions), should have a mix oftopics under that module.

The students have to answer 5 full questions, selecting one full question from each module

Suggested Learning Resources:

Textbooks
1. Fundamentals of Database Systems, Ramez Elmasri and shamkant B. Navathe 7th Edition,

2017, Pearson.

2. Database management systems, Ramakrishnan, and Gehrke, 3rd Edi6on, 2014 Mccraw Hill

1. Abraham Silberschatz, Henry F. Korth and S. Sudarshan's Database System Concepts 6th
EditionTata Mcgraw Hill Education Private Limited

Reference Books:

Weblinks and Video Lectures (e-Resources)r

1. https://www'voutube.com/watch?v=3EllovevfcA
2. https://www.voutube.com/watch?v=9TwMRs3qTcU
3. https://www.voutube.com/watch?v=ZWl0Xow304l
4. https://www.youtube.com/watch?v=4YilEikNPrQ
5. https://www.youtube.com/watch?v=CZTkgMoqVss
6. https://www.voutube.com/watch?v=Hl4NZBlXR9c
7. https://www.youtube.com/watchtu=ECEwkad llA
8. hftps://wwwJoutube.com/watch?v=t5hsV9lC1rU

Activity Based Learning (Suggested Activities in Class),/ Practical Based learning
Demonstration ofreal time Database proiects - E-commerce Platform, Inventory Management,
Railway System, College Data Management, Library Data Management, Solution for Saving
Student Records, Hospital Data Management, Blood Donation Management

n
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V Senrester

ARTIFICIAL INTELLIGENCE AND MACHINE LEARNING

Horrrs eek L:T:P: S

CIE MarksCourse Code
Teach i

Total Hours of Pe

SEE Marks
51)

-50

10040
03

Total Marks
Credits Exam Hours 03
Course Learning Obiectives
CLO l. Gain a historical perspective ofAl and its foundations
CLO 2. Become familiar with basic principles ofA[ toward problem solving
CLO 3. Familiarize with tle basics of Machine Learning & Machine Learning process, basics of

Decision Tree, and probability learning
CLO 4. Understand the working ofArtificial Neural Networks and basic concepts ofclustering

algorithms
Teaclring-Learning Process (General lnstructions)

These are sample Stxategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. Lecturer method (L) need not to be only a tradidonal lecture method, but alternative
effective teaching methods could be adopted to attain the outcomes.

2. Use of Video/Animation to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in the class, which promotes

critical thinking
5. Adopt Problem Based Learning (PBL), which fosters students'Analytical skills, develop

design thinking skills such as the ability to design, evaluate, generalize, and analyze

information rather than simply recall it
6. lntroduce Topics in manifold representations.
7. Show the different ways to solve the same problem with different logic and encourage the

students to come up with their own creative ways to solve them.

8. Discuss how every concept can be applied to the real world - and when tlat's possible, it
helps improve the students' understanding.

Module-1
Introduction: What is AI? Foundations and History ofAl

Problem-solving: Problem-solving agents, Example problems, Searching for Solutions, Uninformed
Search Strategies: Breadth First search, Depth First Search,

Textbook 1: Chapter 1- 1,1,1.2,1.3
Textbook 1: Chapter 3- 3.1, 3.2, 3.3 ,3.4.1,3.4.3

Teaching-Learning Process Chalk and board, Active Learning. Problem based learning
Module-2

Informed Search Strategies: Creedy best-first search, A*search, Heuristic functions.
lntroduction to Machine Learning, Understanding Data

Textbook 1: Chapter 3 - 3.5, 3.S,1, 3.5.2, 3.6
Textbook 2: Chapter l and 2

Chalk and board, Active Learnin& DemonstrationTeaching-Learning Process

Module-3
Basics of Learning theory
Similarity Based Learning
Regression Analysis

PRINCIPAL
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Textbook 2: Chapter 3 - 3.1 to 3.4, Chapter 4, chapter 5.1 to 5.4

Teaching-Learning Process Chalk and board, Problenr based learning, Demonstration

Module-4

Decision Tree learning
Bayesian Learning

Textbook 2: Chapter 6 and 8

PRINCIPAL
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Chalk and board, Problem based learning, DemonstrationTeaching-Learning Process
Module-5

Textbook 2: Chapter 10 and 13

Artificial neural Network
Clustering Algorithms

Chalk and board, Active Learnin8.Teaching-Learning Process

Course Outcomes Course Skill Set)

At the end ofthe course the student will be able to:

co 1. Apply the knowledge of searching and reasoning techniques for different aPplications.

co 2. Have a good understanding ofmachine leaning in relation to other fields and fundamental

issues and challenges of machine learning.
co 3. Apply the knowledge of ctassification algorithms on various dataset and compare results

CO 4, M;del the neuron and Neural Network, and to analyze ANN learning and its aPplications.

CO 5. Idenufying the suitable clustering algorithm for different pattern

Assessment Details (both CIE and SEE)

The weightage ofcontinuous lnternal Evaluation (clEl is 5096 and for semester End Exam (SEE) is 50%.

The minimum passing mark for the clE is 40% of tlre maximum marks (20 marks). A student shall be

deemed to have sadsfied tlte academic requirements and earned the credits allotted to each subiect/

course if the student secures not less than 35% (18 Marks out of 50) in t}le semester-end examination

(sEE), and a minimum of 40% (40 marks out of 100) in the sum total of the clE (continuous lnternal

Evaluation) and SEE (Semester End Examination) taken together

Contitruous Internal Evaluadon:

Three Unit Tests each of20 Marks (duration 01 hour)

1. First test at the end of 5s week ofthe semester

2. Second test at the end ofthe 10u week ofthe semester

3. Third test at the end ofthe 15s week ofthe semester

Two assignments each of 10 Marks

4. First assignment at tlle end of4d week of the semester

5. Second assignment at the end of 9s week of the semester

Group discussion/Seminar/quiz any one ofthree suitably planned to attain the COs and POs for 20

Marks (duration 01 hours) oR suitable Programming experiments based on the syllabus contents

can be given to the students to submit the same as laboratory work( for example; lmplementation of

concept learning, implementation ofdecision tree learning atgorithm for suitable data set, etc...)

6. At the end ofthe 13d' week ofthe semester

The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks

)



(to have less stressed ClE, the portion ofthe syllabus should not be common /repeated for any ofthe
methods ofthe CIE. Each method ofClE should have a different syllabus portion ofthe course).

CIE methods /question paper has to be designed to attain the different levels of Bloom's
taxonomy as per the outcome defined for the course.

Semester End Examination:

Theory SEE will be conducted by University as per the scheduled timetable, with common question
papers for the subject (duration 03 hours)

1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored

shall be proportionally reduced to 50 marks.

2. There will be 2 questions from each module. Each of the two questions under a module (with a

maximum of 3 sub-questions), should have a mix oftopics under that module.
The students have to answer 5 full questions, selecting one full question from each module
Suggested Learning Resources;
Textbooks

1. Stuan J. Russell and Peter Norvi& Artificial Intelligence, 3'd Edition, Pearson,2015
2. S. Sridhar, M Vijayalakshmi "Machine Learning". Oxford,202l

Reference:
1. Elaine Rich, Kevin Knight, Artificial Intelligence, 3.dedition, Tata Mccraw Hill,2013
2. George F Lugar, Artificial Intelligence Structure and strategies for comple& Pearson Education,

sth Edition,2011
3. Tom Michel, Machine Learning, McGrawHill Publication.

Weblinks and Video Lectures (e-Resources):
1. https://www.kdnuggets.com/2019/11/10-free-must-read-books-ai.html
2. https://wwwudacity.com/course/knowledge-based-ai-cognitive-systems-ud409
3. https://nptel.ac.inlcourses/106/105 / 106705077 /
4. https://www.iavatpoinLcom/history-of-artificial-intelligence
5. https://www.tutorialandexamole.com/oroblem-solving-in-artificial-intellieence
6. https://techvidvan.com/tutorials/ai-heuristic-search/
7. httos://www.anallrticsvidhya.com/machine-learning/
8. https://www.iavatpoint.com/decisiop-tree-induction
9. httos://www.hackerearth.com/practice/machine-learning/machine-learning-algorithms/ml-

decision-tree/tutorial/
10. https: / /www.iavatpoitlLcom/unsupervised-artifi cial-neural-networks

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning

Role play for strategies- DFS & BFS, Outlier detection in Banking and insurance transaction for
identifying fraudulent behaviour etc. Uncertainty and reasoning Problem- reliability ofsensor used to
detect pedestrians using Bayes Rule

\t
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Course Code

Teachi Hours eek L:T:P: S

DATABASE MANAG EMENT SYSTEM LABORATORY WITH MINI PRO ECT

21CSL55 CIE Marks 50
SEE Marks0:0:2:0 J 0

100Total Marks2+Total Hours of
03Exam Hours01Credits

Course Learning Obiectives:

CLO 1.. Foundation knowledge in database concepts, technology and practice to groom students into

well-informed database application developers.

CLO 2. Strong practice in SQL programming through a variety ofdatabase problems'

CLO 3. Develop database applications using front-end tools and back-end DBMS..

PART-A: SQL Programming (Max. Exam Marks. S0)

Design, develop, and implement the specified queries for the following problems using

Oracle, MySQL, MS SQL Server, or any other DBMS under LINUX/Windows environmenL

Create Schema and insert at least 5 records for each table. Add approPriate database

constraints.

Sl. No.

Aim: Demonstrating creation oftables, appllng the view concepts on the

ProgramConsider the following schema for a Library Database:

BOOK[Book-id, Title, Publisher-Name, Pub-Year)
BOOK-AUTHORS(Boolqid, Author-I{ame)
PUBLISHER(Name, Address, Phone)
BOOKCOPIES(BooIL|4 Programme-id, o-of-CoPies)
BoOK-LENDII{G(Bookid, Programnejd, Card- o, Date-Out, Due-Date)
UBRARY-PROGRAMME(Programme-id, Programme-Name, Address)
Write SQL queries to

1. Retriive details ofall book in the library - id, tide, name of pubtisher, authors, number of
copies in each Programme, etc.

2. Get the particulars of borrowers who have borrowed more than 3 book, but

from fan 2017 to lun 2017.
3. Delete a book in BoOK table. UPdate the cont€nts ofother tables to reflect this

data manipulation operation.
4. Partition the BOOK table based on year ofpublication. Demonstrate its working

with a simple query.
5. Create a view ofall book and its number ofcopies that are currently available in

the Library.
Reference:
https://www.voutube.com/watch?v=AaSU-AOguls

tables.

utube.com watch?v=-EwEv xS-Fwh

1

Aim: Discuss the various concepts on constraints and update operations

Program: Consider the following schema for Order Database:

SALESMAN(Salesman-id, Name, City, Commission)
cusToMER(customer-id, cust-Name, City, Grade, salesman-id)
ORDERS(Ord-No, Purchase-Amt, Ord-Date, Customer-id, Salesman-id)
Write SQL queries to

count tie customers with grades above Bangalore's average'

2. Find the name and numbers ofall salesman who had more than one customer.

3. List all the salesman and indicate those who have and don't have customers in their cities

(Use UNION operation.)
4. Create a view that finds the salesman who has the customer with the highest order ofa day.

5. Demonstrate the DELETE operation by removing salesman with id 1000. All his ordeE must

also be deleted.

httns: / /www.voutube.com /watch?v=AA- eY
Reference:

2
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3 Aim: Demonstrate the concepts ofr0lN operations.

Program: (-oils:iir': I:r. scher:ra lor !lovie Database:

ACTOR(Act_id, Act_\anre, Act_Gender)
DIRECTOR(Dir-id, Dir-Name, Dir_Phone)
MOVIES(Mov_id, Mov_Title, Mov_Year, Mov_Lan& Dir_id)
MOVIE-CAST(Act-id, Mov-id, Role)
RATING(Mov-id, Rev-Stars)
Write SQL queries to

1. List the titles ofall movies directed by'Hitchcock'.
2. Find the movie names where one or more actors acted in two or more movies.
3. List all actors who acted in a movie before 2000 and also in a movie after 201S(use lOlN
operation).
4. Find the title of movies and number ofstars for each movie that has at least one rating and
the highest number ofstars that movie received. Sort the result by
movie title.
5. Update rating ofall movies directed by'Steven Spielberg'to 5.

Reference:
https://wwrv.voutube.com /watch?v=hSiCUNVKlAo
https://www.youtube.com/watch?v=Eod3aQkFz84

https://wlvw.youtube.com/watch?v=7S_tz1 z_5bA

4 Aim: Introduce concepts of PLSQL and usage on the table.

Program: Consider the schema for College Datebase:

STUDENT(USN, SName, Address, Phone, Gender)
SEMSEC(SSlD, Sem, Sec)
cLASS(USN, SSrD)

COURSE(Subcode, Title, Sem, Credits)
|AMARIG(USN, Subcode, SSID, Test1, Testz, Test3, FinallA)
Write SQL queries to

1. List all the student details studying in fourth semester 'C' section.
2. Compute the total number of male and female students in each semester and in each

section.
3. Create a view ofTestl mark ofstudent USN'1BI15C510f inallCourses.
4. Calculate the l'inallA (average ofbest two test marks) and update the corresponding table

for all students.
5. Categorize students based on the following criterion:

lfFinallA = 17 to 20 then CAT ='outstanding'
lf FinallA = 12 to 16 then CAT = 'Average'

If FinallA< 12 then CAT ='weak'
Give these details only for Bth semester A, B, and C section students.

Reference:
https: / /www.youtube.com/watch?v=horURqeww9c
https://www.youtube.com/watch?v=P7-wKbKrAhk

5 Aim: Demonstrate the core concepts on table like nested and correlated nesting queries and also

EXISTS and NOT EXISTS keywords.

Program: Consider the schema for Company Database:
EMPLOYEE(SSN, Name, Address, ser Salary, Supefs , DNo)
DEPARTMENT(DNo, DName, MgrSSN, MgrstartDate)
DLOCATION(DNo,DLoc)
PRO|ECT(PNo, P ame, Plocation, DNo)
WORI(S_ON(SSN, PNo, Hours)
Write SQL queries to

Make a list ofall project numbers for pro,ects that involve an employee whose last name is 'Scott',

either as a worker or as a manager ofthe department tiat controls the gfoiecL

PRINCIPAL
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Show the resulting salaries if every employee working on the 'loT' proiect is given a 1 0 percen

rarse
Find the sum of the salaries ofall employees of the 'Accounts' department, as well as the maximuml

salary, the minimum salary, and the average salary in this department

Retrieve the name of each employee who rvorks on all the pro.iects controlled i)y dep.i::r)ltDt

number 5 (use NOT EXISTS operator).
For each department that has more than five employees, retrieve t}le department number and the

number of its employees who are making more than Rs'6,00,000'

Reference;
https://wwwyoutube.com/watch?v=DkBBejqKs

For the above experiments the following pedagory can be considered.
Iearning, Active learning MOOC, Chalk &Talk

ProblembasedPedagogy

proiect: For any problem selected, make sure that the application should have five or more

tables. Indicative areas include: health care, Ecommerce etc.

for anC0 3. Im and evaluate thelemen anal deve

Assessment Details (both CIE and SEE)

The weightage of Continuous Internal Evaluation [CIE) is 50% and for Semester End Exam (SEE) is

50026. The minimum passing mark for the CIE is 4070 ofthe maximum marks (20 marks). A student shall

be deemed to have satisfied the academic requirements and earned the credits allotted to each course.

The student has to secure not less than 35% (18 Marks out of 50) in the semester-end examination

(sEE). The student has to secure a minimum of 407o (40 marks out of 100) in the sum total of the clE
(Continuous Intemal Evaluation) and SEE (Semester End Examination) talen together'

Continuous Internal Evaluation (ClE):

CIE marks for the practical course is 50 Marks'

The split-up ofClE marks for record/ journal and test are in the ratio 60:40.

Each experiment to be evaluated for conduction with an observation sheet and record write-up. Rubrics

for the evaluation of the iournal/lvrite-up for hardware/software experiments desiSned by the faculty

who is handling the laboratory session and is made known to students at the beginning ofthe practical

session,

Record should contain all the specified experiments in the syllabus and each experiment write'up will

be evaluated for 10 marks.

Total marks scored by the students are scated downed to 30 marks (60% of maximum marks).

Weightage to be given for neatness and submission of record/write-up on time.

Department shall conduct 02 tests for 100 marks, the first test shall be conducted after the 8th week of
the semester and the second test shall be conducted after the 14th week ofthe semester'

ln each tes! test write-up, conduction of experiment, acceptable result, and pmcedural knowledge will
carry a weightage of6096 and the rest 4096 for viva-voce.

The suitable rubrics can be designed to evaluate each studenfs performance and learning ability.

Rubrics suggested in Annexure{l ofRegulation book

The average ofo2 tests is scaled down to 20 marks (4070 ofthe maximum marks).

\n*.- G*t*.,
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Course Outcomes:
At the end ofthe course the student will be able to:
CO 1. Create, Update and query on the database.

CO 2. Demonstrate the working of different concepts of DBMS
aDDlication.



The Sum ofscaled-down marks scored in the report write-up/iournal and average marks of two tests is

the total CIE marks scored by t}le student.

mester End Evaluation (SEE):

. SllE rnlrks tor the practical cours., ls -;t) )l.lrks.
o SEE shall be conducted jointly by the two examiners of the same institute, exan)iners are

appointed by the University
. All laboratory experiments are to be included for practical examination.
o (Rubrics) Breakup ofmarks and the instructions printed on the cover page ofthe answer script

to be strictly adhered to by the examiners. OR based on the course requirement evaluation
rubrics shall be decided jointly by examiners.

. Students can pick one question (experimentJ from the questions lot prepared by the internal

/external examiners jointly.
. Evaluation oftest write-up/ conduction procedure and result/viva will be conducted iointly by

examiners.
. General rubrics suggested for SEE are mentioned here, writeup-2096, Conduction procedure and

result in -60010, Viva-voce 200lo of maximum marks. SEE for practical shall be evaluated for 100

marks and scored marks shall be scaled down to 50 marks (however, based on course type,

rubrics shall be decided by the examiners)
. Students can pick one experiment from the questions lot of PART A with on equal choice to qll the

students in a botch. For PART B, the project group (Mqximum of 4 students per botch) should

dem onstrate th e mini-project.
. weightage of marks for PART A is 60% and for PART B is 40%. General rubrics suggested to be

followed for parcA and part B.

o Change of experiment is allowed only once and Marks allotted to the procedure part to be made

zero (Not allowed for Part B).

. The duration ofSEE is 03 hours
Rubrics in Annexure-ll of lation book

:)
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Textbooks:
1. Fundamentals of Database Systems, Ramez Elmasri and Shamkant B. Navathe 7th Edition,2017,

Pearson.
2. Database management systems, Ramakrishnan. and Gehrke, 3rd Edition, 2014, McGraw Hill

Suggested Weblinks/ E Resource
https://www.tutorialspoint.com/sql/index.htm



ANGULAR IS AND NODE 

'Sractical base
CIE Marks 0Course Code: 21CSL581

l:i):0:0 SEE Marks 50
100Total Marksl2T + IZPTotal No. of Hours
o2Exam Hours01Credits

Course Obiectives: The student should be made to
CLO 1. To learn the basics ofAngular JS.

CLO 2. To understand the Angular f5 Modules.

CLO 3. To implement Forms, inputs and Services

CLO 4. To implement Directives and Databases

CLO 5. To understand basics of Node lS.

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.
1. Lecturer method (L) need not to be only a traditional lecture method, but alternative effective

teaching methods could be adopted to attain the outcomes.

2. Use ofVideo/Animation to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in the class, which promotes critical

thinking
5. Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop design

thinking skills such as the ability to design, evaluate, generalize, and analyze information

rather than simply recall iL
6- lntroduce Topics in manifold representations.

7. Show the difierent ways to solve the same problem with different logic and encourage the

students to come up with their own creative ways to solve then
8. Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve the students' understanding-

Module-1
Introduction To Angular lS: lntroduction - Features - Angular lSModel-View-Contro
-Directives and Controllers.

ller - Expression

Chalk and board, Active Learnin& practical based learningTeaching-Learning Process

Module-2

Angular fS Modutes: Arrays -working with ng-model - Working with Forms - Form Validation - Error
Handl with Forms - Nested Forms with -form - Other Form Controls.

ractical based learninChalk and board, Active LearniProcessT
Module-3
Directives& Building Databases:
Part l- Filters - using Filters in controllers and services - Angular JS Sewices - Internal Angular ls
Services - Custom Angular,S Services

Chalk and board, Active Learnin& practical based learnirgTeaching-Learning Process

Module-4
Directives& Building Databases:
Part-Il- Directives - Alternatives to Custom Directives - Understanding the Basic options - Interacting

lvith Server -HTTP Services - Building Database, Front End and Backlnd
Chalk and board, Active Learnin& practical based learningTeaching-Learning Process

Module-5
Introduction to NODE.fS: Introduction -Using the Terminals - Editors -Building a Webserver wi

Node - The HTTPModule - Views and La

th

)
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Course Outcomes (course SkiU Set)
At the end ofthe course the student will be able to:

C0 1. Describe tIr' l.rtules ofAngular JS.

CO 2. Recognize thc form validations and controls.
C0 3. lmplement Directives and Conhollers.
CO 4. Evaluate and create database for simple application.
CO 5. Plan and build webservers with node usi Node. S.

Assessment Details (both CIE and SEE)

The weightage of Continuous Internal Evaluation (CIE) is 500/o and for Semester End Exam (SEE) is
50%r The minimum passing mark for the CIE is 40%o of the maximum marks (20 marks). A student
shall be deemed to have satisfied the academic requirements and earned the credits allotted to each

course. The student has to secure not less than 35% (18 Marks out of 50) in the semester-end
examination (SEE). The student has to secure a minimum of 40olo (40 marks out of 100) in the sum
total ofthe CIE (Continuous Internal Evaluation) and SEE [Semester End Examination) taken together.

Continuous lnternal Evaluation (ClE);

NOTE: List of experiments to be prepared by the faculty based on the syllabus mentioned above

CIE marks for the practical course is 50 Marks.

The split-up of CIE marks for record/ journal and test are in the ratio 60:40.

. Each experiment to be evaluated for conduction with observation sheet and record write-up.
Rubrics for the evaluation ofthe iournal/write-up for hardware/software experiments designed

by the faculty who is handling the laboratory session and is made known to students at the
beginning of the practical session.

. Record should contain all the specified experiments in the syllabus and each experiment write-up
will be evaluated for 10 marks.

o Total marks scored by the students are scaled downed to 30 marks (6096 of maximum marks).
. Weightage to be given for neatness and submission of record/write-up on time.
. Department shall conduct 02 tests for 100 marks, the nrst test shall be conducted after the 8s

week ofthe semester and the second test shall be conducted after the 14s week ofthe semester.
. In each test, test write-up, conduction ofexperimen! acceptable result, and procedural knowledge

u,ill carry a weightage of6096 and the rest 4096 for viva-voce.
. The suitable rubrics can t e designed to evaluate each student's performance and learning ability.

Rubrics suggested in Annexurell of Regulation book
o The average of 02 tests is scaled down to 2O marks (4096 ofthe maximum marks).

The Sum ofscaled-down marks scored in the report write-up/journal and average mark of two tests is
the total CIE marks scored by the student

Teaching-Learning Process Chalk and board, Active Learning, practical based learning

o SEE marks for the practical course is 50 Marks.
. SEE shall be conducted lointly by the two examiners of the same institute, examiners are

appointed by the University
. All laboratory experiments are to be included for practical examination.
o (Rubrics) Breakup of marks and the instructions printed on the cover page of the answer

script to be strictly adhered to by the examiners. OR based on the course requirement
evaluation rubrics shall be decided lointly by examiners.

. Students can pick one question (experiment) from the questions lot prepared by the internal

Semester End Evaluation (SEE):

/external examiners jointly.

)
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Evaluation of test write-up/ conduction procedure and result/Yiva will be conducted join tly

by examiners.

Ceneral rubrics suggested for sEE are mentioned here, writeup-200/o, Conduction procedttre

and result in -60yo, Viva-voce 20r7o ol trlnxiDlum nlarks. SEE for practicalsh:rll iret"".rl,rrledlor

100 marks and scored marks shall be scaled down to 50 marks (however, based on course

type, rubrics shall be decided by the examiners)

The duration ofSEE is 02 hours

Rubrics suggested in AnnexureJl of Regulation book

M**, ["-"-fl
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Textbooks
1. Adam Freeman - ProAngular fS, Apress, First Edition 2014.
2. Shyamseshadri, Brad Green -"AngularfS: Up and Running: Enhanced Productivity with

Structured Web Apps', Apress, O'Reilly Media, [nc.
3. AgusKurniawan-"AngularlS Programming by Example", First Edition, PE Press,2014.

Reference Books
1. Brad Dayley, "Learning An8ular JS", Addison-Wesley Professional, First Edition, 2014.

2. Steve Hoberma "Data Modeli for M 20t4..DB" Technics Publication, First Editi

Introduction to Angular l5 : httos://www.youtube.com/watch?v=HEbphzK-0xE

Angular lS Modules i https: / /www.youtube.com/watch?v=gWmOKmgnQkU

Directives& Building Databases: https: / /www.youtube.com/watch?v=R okHflzgm0

Introduction to NODE.fS: httos://www.youtube.com/watch?v=8u1o-Om0eGQ

https:/ /www.youtube.com/watch?v=7F1nLais4Eo

1.

2.

3.

4.

5.
6.

Weblinks and Video Lectures (e-Resources);

Activity Based Learning (Suggested ActiYities in Class)/ Practical Based learning

. Demonstration of simple projects

Sussested Learning Resources:

htrnc. / /wrrrw vnrhrhc rnm /watrh?v=t7r7.-x90Fl,



Cfl .\\D .NET FRAMEWORK
Course Code
Teachin Hours Week

21CS582
l:O:0:0

CIE Marks
SEE Marks

i0
50

PRINCIPAL
SIET., TUMAKURU

Total Marks 100Total No. of Hours
01Credits 01 Exam Hours

CLO I.
CLO 2.

CLO 3.

CLO 4.

clo 5.

Understand the basics of C# and .NET

Learn the variables and constants of C#

Know the obiect-oriented aspects and applications.
Learn the basic structure of.NET framework.

Learn to create a simple proiect of-NET Core

Course Obiectives:

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

1. Lecturer method (L) need not to be only a traditional lecture method, but alternative effective

teaching methods could be adopted to attein the outcomes

2. Use ofVideo/Animation to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in tlle class, which promotes critical
thinking.

5. Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop design

thinking skills such as the ability to design, evaluate, generalize, and analfze information
rather than simply recall it

6. Introduce Topics in manifold representations.
7. Show the different ways to solve the same problem with different circuits/logic and encourage

the students to come up with their own creative wa)ls to solve them.

8. Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve the students' understanding.

outcomes.

Module-1
Introduction to C#
Part-l: Understanding C#, .NET, overview of C#, Variables, Data Types, Operators, Expressions,

Branching l,ooping Metlrods, implicit and explicit casting

Active learning

Module-2
Part-ll: Constants, Arrays, Array Class, Array List, Strin& String Builder, Structure, Enumerations,
boxing and unboxing.
Teaching-Learning Process Active learning

Module-3
Obiect Oriented Concepts-l:
Class, Obiects, Constructors and its types, inheritance, properties, indexers, index overloading,
polymorphism.

Teaching-Learning Process Active learning

Module-4
Obiect Oriented II:

V Semester

12

Teaching-LearninB Process
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Teaching-Learning Process

Sealed class and methods, interface, abstract class, abstract and interface, operator overloadinS,

tes, events, errors and exception, Threading.
Active learni

Motlule-5
INtrOdUGtiON tO .NET FRAMEWORK:

Assemblies, Versoning, Attributes, reflection, viewing meta data, remotin& security in 'NET,

Environment Setup of .NET Core and create a small roject.
Active learningTeaching-Learning Process

course Outcomes (Course Skill Set)
At the end ofthe course the student will be able to:

CO 1. Able to explain how c# fits into the .NET platform.
CO 2. Describe the utilization ofvariables and constants ofC#
CO 3. Use the implementation of object-oriented aspects in applications-

CO 4. Analyze and Set up Environment of .NET Core.

co 5. Evaluate and create a simDle Droiect application.
Assessment Details Ooth CIE atrd SED

The weightage ofContinuous Internal Evaluation (CIE) is 5090 and for Semester End Exam (SEE) is 50%.

The minimum passing mark for the ctE is 40% ofthe maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/

course if the student secures not less than 350/6 (18 Marks out of 50)in the semester-end

examination[SEE), and a minimum of40% (40 marks out of 100) in the sum total ofthe CIE (Continuous

Internal Evaluationl and SEE (semester End Examination) taken together

Conunuous lnternal Evaluation:

Three Unit Tests each of 20 Marks (duration 01 hour)

1. First test at the end of 56 week ofthe semester

2. Second test at the end ofthe 10s week ofthe semester

3. Third test at tie end ofthe 15ti week ofthe semester

The time allotted for SEE is 01 hours

PRINCIPAL
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Two assignments each of 10 Marks

4. First assignment at the end of4th week ofthe semester

5. Second assignment at the end of9th week ofthe semester

Group discussion/seminar/quiz any one of three suitably planned to attain the cos and Pos for20
Marks [duration 01 hours)

6. At the end ofthe 13th week ofthe semester

The sum of three tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks

[to have less stressed CIE, the portion ofthe syllabus should not be common /repeated for any ofthe

methods ofthe clE. Each method of cl E should have a different syllabus portion of the course).

cIE methods /question paper has to be designed to attain the different levels of Bloom's

taxonomy as per the outcome defined for ttre course.

Semester End Examination:

Theory sEE will be conducted by university as per the scheduled timetable, with common question

papers for the subject fduration 0l hours)

SEE paper will be set for 5 0 questions of each of 01 marks. The pattern of the question paper is McQ.



Suggested Learning Resources:

Textbooks
1. llr:-hcri Schildt. "The Complete Reference: (14 4.0". a.ri r llcCrarv Hil1,2012.
2. {ihri\lr.rn )i llel et al. " Professiona I C#2012lvrth.\i-.; ; 5' , Wrley lndia, 2012.

Reference Books
1. Andrew Troelsen , "Pro C# 2010 and the .NET 4 Platfonn, Fifth edition, A Press, 2010.
2. Ian Criffiths, Matthew Adams, ,esse Liberty, "Programming C# 4.0", Sixth Edition, O"Reilly,

2010.

\.,*-- G-^-,r,,
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Weblinks and Video Lectur€s (e-Resources):
1. Introduction to C# : https://www.voutube.com/watch?v=ltolFCT9P90
2. ObiectOrientedConcepts:@
3. .NET FRAMEWoRK : hftps://wwwJoutube.com/watch?v=hThuHkvPoEE

Tutorial Link:
1. https://www.tutorialsteacher.com/csham
2. https://www.w3schools.com/cs/index.oho
3. https: //www.iavatpoint.com/net-framework

Activity Based L€arning (Suggested Activities in class)/ Practical Based learning

Real world problem solving using group discussion.



VI Semester

Course Code
Teachi H ours eek L:T:P: 5

SOFTWARE ENGINEERING & PRO ECT MANAGEMENT
21C561 CIE Marks ;r)

2:2:0:O 50
100Total Marks+o
03Exam Hours03Credits

Courre Learning Obiectives
CLO 1. Outline software engineering principles and activities involved in building large software

programs. Identiry ethical and professional issues and explain why they are ofconcern to

Software Engineers.
cLo 2. Describe the process of requirement gatherinS, requirement classification, requirement

specification and requirements validation.
CLO 3. I;fer the fundamentals of object oriented concepts, differentiate system modelt use UML

diagrams and apply design patterns'5
CLO 4. Explain the role of Devops in Agile Implementation.

titi
List

uevol oti n cesses.ro5and oftwareracticesvanous soof ftware plscussD5. testing ptypes
methodondds amethoth logies.ect6. thlzeCLO ManagementProiRecogn

tsen andre remmeasudn uan oftwasa ramete arsIden softwa re u usrngq fyLOC 7 lity pafV q
nvo vedtheine ceracti sandards tloundstasoftwa remetrics.

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method (L) need not to be only a traditional lecture method, but alternative

effective teaching methods could be adopted to attain the outcomes.

Use ofVideo/Animation to exPlain functioning ofvarious concepts.

Encourage collaborative (Group Learning) Learning in the class.

Ask at least three H0T (Higher order Thinking) questions in the class, which Promotes

critical thinking.
Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop

design thinking skills such as the ability to design, evaluate, generalize, and analfze

information ratlrer than simply recall it
lntroduce Topics in manifold representations.

Show the different ways to solve the same problem with different circuits/logic and

encourage the students to come uP with their own creative ways to solve them'

Discuss how every concept can be applied to the real world - and when that's possible, it

2

3

4

5

6.

7.

helps improve the students' understandinS.

outcomes.
I

Module-1

tntroduction: The evolving role of software, Software, The changing nature o

engineerin6 A Process Framework Process Patterns, Process Assessment, Personal and Team ProceSS

Models, Process Technolory, Product and Process.

Process Models: Prescriptive models, Waterfall model, tncremental process models, Evolutionary

process models, specialized process models.

Textbook 1: Chapter 2|2.1,2.2,2.4to 2.7

Requirements Engineering: Requirements EngineerinS Tash lnitiatinS the Requirements

Engineering pro.ur., Eli.itini Requirements, Developing use cases, Building the analysis model,

ne!otiatin[Riquirements, validating Requirements, Software Requirement Document (Sec 4'2)

4: 4.2Textbook 5:3: 3.1 to 3Textbook 1:

f software, Software

Textbook 1: Chapter 1: 1'1 to 1'3

PRINCIPAL
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Total Hours of Pedagogy

CLO
itsimportance



TeachinB-Learning Process Chalk and board, Active Learning, Problem based learning
Module-2

l,,t,,,,lirelior, t1 ,, :1 ,'(.i.rss iVtod"llirrg,
development? 0O'llierner; llvirlelce tor Lrsefulness of 00 develoInr,:rt, U() rnodelling history-
Modelling as Design technique: Modellin& abstraction, The Three models. (llass Modelling: Otliect and
Class Concept, Link and associations concepts, Generalization and Inheritance, A sample class model,
Navigation ofclass models, lntroduction to RUP(Texboolc 5 Sec 2.4) and UML diagrams

Textbook Z: Chapter 1,2,3

Building the Analysis Models: Requirement Analysis, Analysis Model Approaches, Data modeling
Concepts, Object Oriented Analysis, scenario-Based Modeling, Flow-Oriented Modeling class Based

Modelin& Creating a Behavioral Model.

Textbook 1: 8: 8.1 to 8.8
Teaching-Learning Process

Module-3
Softrrare Testing: A Strategic Approach to Software Testin& Strategic lssues, Test Strategies for
Conventional Software, Test Strategies for obtect -Oriented Software, Validation Testin& System
Testing, The Art of Debugging.

Self-Learning Section:
What is Devops?, Devops Importance and Benefits, Devops Principles and Practices, 7 C's of Devops
Lifecycle for Business Agility, Dev0ps and Continuous Testing, How to Choose Right DevOps Tools?,
Challenges with Devops Implementation.

Textbook 1: Chapter 13: 13.1 to 13.7

Textbook 4: Chapter L2.l to 2.9
Chalk and board, Active Learning, DemonstrationTeaching-Learning Process

Module-4

lntroduction to Proiect Management:
Introduction, Project and lmportance ofProject Management, Contract Management, Activities Covered
by Software Proiect Management, PlaIts, Methods and Methodologies, Some ways of categorizing
Software Projects, Stakeholders, Setting Obrectives, Business Case, Proiect Success and Failure,
Management and Management Control, Proiect Management life rycle, Traditional versus Modern
Proiect Management Practices.

Textbook 3: Chapter 1: 1.1 to 1.17
Teaching-Learning Process Chalk and board, Active Learnin& Demonstration

Module-5

Activity Planning:
0bjectives ofActivity Plannin& When to Plan, Project Schedules, Sequencing and Scheduling Activities,
Network Planning Models, Forward Pass- Backward Pass, Identifying critical path, Activity Float,
Shortening Project Duration, Activity on Arrow Networks.

Software Quality;
Introduction, The place ofsoftware quality in project plannin& Importance ofsoftware quality, software
quality models, ISO 9126, quality management systems, process capability models, techniques to
enhance software quality, quality plans.

Textbook 3: Chapter 13: (13.1 to 13.6 ,13,9,73.11,13.141, \ n_

Textbook 3: Chapter 6: 6.1 to 6.16

PPINCIPAT
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Chatk and board, Active Learnin& Demonstration

Agile Methodolory & Devops: Before Agile - Waterfall, Agile Development



Chalk and board, Active Learning, DemonstrationTeaching-Learning Process

Course Outcomes
At the end of the course the student will be able to:

C0L tjIldrIsiurcl tl)e activities invoh'eti ::: ioii\\'ilr-c t'::{ireering and anall'ze tile l-o]o '): \ 'r:lr' r'

process rrrodels

CO Z. Explain the basics of object-oriented concepts and build a suitable class model using modelling

techniques
CO 3. Describe various software testing methods and to understand the importance ofagile

methodolory and DevOPs

Co 4. lllustrate the role ofproiect planning and quality management in software development

CO 5. Understand the importance ofactivity planning and different planning models

Assessment Details @oth CIE and SEE)

The weightage ofContinuous Internal Evaluation (CIE) is 5096 and for Semester End Exam (SEE) is 50%.

The minimum passing mark for the CIE is 40olo ofthe maximum marks (20 marksJ. A student shall be

deemed to have satisfied the acadenic requirements and earned the credits allotted to each subject/

course if the student secures not less than 35016 (18 Marks out of 50) in the semester-end examination

(SEE), and a minimum of 4096 (40 marks out of 100) in the sum total of the CIE [Continuous lnternal

Evaluation) and SEE [semester End Examination) taken together

Continuous Internal Evduadon:
Three Unit Tests each of20 Marts (duration 01 hour)

1. First test atthe end of5e week oft}le semester

2. Second test at the end ofthe 106 week ofthe semester

3. Third test at the end ofthe 156 week ofthe semester

Two assignments each of10 Marts
4. First assignment at the end of46 week ofthe semester

5. Second assignment at the end of 96 week oftle semester

Group discussion/Seminar/quiz any one ofthree suitably planned to attain the cos and Pos for 2o

Marks (duration 01 hoursl
5. At the end ofthe 136 week ofthe semester

The sum ofthree tests, two assignmenE and quiz/seminar/group discr.rssion will be out of 100 marks

and will be scated down to 50 marks
(to have less stressed ClE, the portion ofthe syllabus should not be common /repeated for any of the

methods ofthe CIE. Each method ofClE should have a different syllabus Portion ofthe course).

cIE methods /question paper has to b€ deslgned to attain the dlfferent levels of Bloom's

tzxonomy as per tte outcome denned for the course'

Semester End Examination:
Theory SEE will be conducted by University as per the scheduled timetable, r 'it} common question

papers for the subiect {duration 03 hours)
l. The question paper will have ten questions. Each question is set for 20 marks. Marks scored

shall be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each ofthe two questions under a module (with a

maximum of3 sub-questions), should have a mix oftopics underthat module.

The students have to answer 5 full ques6ons, selecting one flll question from each module

Suggested Learning Resources:

Textbooks
l. Roger S. Pressman: Software Engineering-A Practitioners approach, Tth Edition, Tata Mccraw

Hill.
2. Michael Blaha, lames Rumbaugh: oblect Oriented Modelling and Design with UML, Znd Edition,

Pearson Educatio 2 005.

PRINCIPAL
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3. Bob Hughes, Mike Cotterell, Rajib Mall: Software Project Management, 6th Edition, Mccraw Hill
Education,201B.

4. Deepak Gaikwad, Viral Thakkar, DevOps Tools From Practitioner's Viewpoint. Wiley.
i Iun Sornnerville: Softrvare Engiree: 'r:g,9th l:(tjtion, Pearsor) Education, 2012

Reference:
1. P An to Softrvare India.

PRINCIPAI
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Weblinks and Video Lectures (e-Resources):
1. https://onlinecourses.nptel.ac.in/noc20 cs68/preview

ggxTPtlG4UAHeFll
3. http://elearning.wu.ac.in/econtent/CSE.php
4. http: / /elea rning.vtu.ac.in/econtent/cou rses /video /CSE/ 15C542.html
5. https://nptel.ac.in/courses/128/106/128106012/ (Devops)

2.

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning

Case study, Field visit



VI Semester

Course Code

FULLSTACK DEVELOPMENT
50
50

2rcs62
SEE Marks3:0:2:0

100Total Marks40T+20P
03Exam Hours04Credits

Course Learning Obiectives:
CLO l.Explain the use oflearning full stack web developmenl

CLO 2.Make use ofrapid application development in the design ofresponsive web pages.

CLO 3.lllustrate Models, Views and Templates with their connectivity in Diango for full stack web

developmenu
CLO 4.Demonstrate the use ofstate management and admin interfaces automation in Diango'

ent Diango apps containing dynamic pages with SQL databases.CL0 5.Design and implem

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. Lecturer method (L) does not mean only traditional lecture method, but different tyPe of
teaching methods may be adoPted to develoP the outcomes.

2. Show Video/animation films to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) tearning in the class.

4. Ask at least three HoT (Higher order Thinking) questions in the class, which promotes critical

thinking.
5. Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop

thinking skills such as the ability to evaluate, generalize, and analyze information rather than

simply recall iL
6. Topics will be introduced in a multiple representation.

7. Show t]!e different ways to solve the same problem and encourage tlte students to come up

with their own creative ways to solve them.

8- Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve the students' understanding.

Module-1: MvC based web Designing

Web framework, MVC Design Pattern, Diango Evolution, Views, Mapping URL to Views, Working

Diango URL Confs and Loose Coupling Errors in Django, Wild Card patterns in URLS.

of

Textbook 1: Chapter 1 and ChaPter 3

Laboratory Comrynent:
1. Installation of B^hon, Diango and Visual Studio code editors can be demonsmted.

2. Creation ofvirtual environment, Diango Project and App should be demonstrated

3. Develop a Diango app that disPlays current date and time in server

4. Develop a Django app that displays date and time four hours ahead and four hours before as

an offset ofcurrent date and time in server.

1. Demonstration usingVisual Studio Code

2. PPT /PreziPresentation for Architecture and Design

Patterns
3. Live coding ofall concepts with simple examples

Teaching-Learning Process

Module-2: Diango Templates and Models

Template System Basics, Using Diango Template System, Basic Template Tags and Fi

Development Paftern, Template Loading Template Inheritance, MVT Development Pattern.

Iters, MVT

.,.i}uf;fr,|,

CIE Marks

Teachins Hours/Week IL:T:P: S)

Total Hours of Pedagoqy



Configuring Databases, Defining and Implementing Models, Basic Data Access, Adding Model String
Representations, Inserting/Updating data. Selecting and deleti:)g obiects, Schema Evolution
Textbook 1: Cha ter 4 and Cha ter 5

Laboratory Compo,rcnt:
1. Develop a simple Django app that displays an unorder-ed list offruits and ordered list of

selected students for an event
2. Develop a layout-html with a suitable header (containing navigation menu) and footer with

copyright and developer information. Inherit this layout.html and create 3 additional pages:

contact us, About Us and Home page ofany website.

3. Develop a Django app that performs student registration to a course. It should also display list
ofstudents registered for any selected course. Create students and course as models with
enrolment as ManyToMany field.

PRINCIPAL
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Teaching-Learning Process 1. Demonstration using Visual studio Code

2. PPT /Prezi Presentation for Architecture and Design

Patterns

3. Live coding ofall concepts with simple examples

4. Case Study; Apply concepts learnt for an Online Ticket
Booking System

Module-3: Diango Admin lnterfaces and Model Forms
Activating Admin Interfaces, Using Admin Interfaces, Customizing Admin lnterfaces, Reasons to use

Admin Interfaces.

Form Processin& Creating Feedback forms, Form submissions, custom validation, creating Model Forms,

URLConf Ticks, Including Other URLConfs.

Textbook 1: Chapters 6, 7 and I
Laboratory Comwnent:

1. For student and course models created in Lab experiment for Modulez, register admin

interfaces, perform migrations and illustrate data entry through admin forms.

2. Develop a Model form for student that contains his topic chosen for proiect, languages used and

duration with a model called proiecl
Teaching-Learning Process 1. Demonstration usingVisual Studio Code

2. PPT lPrezi Presentation for Architecture and Design

Patterns

3. Live coding ofall concepts with simple examples

Using Generic Views, Generic Views of Objects, Extending Generic Views of objects, Extending Generic

MIME Types, Generating Non-HTML contents like CSV and PDF, Syndication Feed Framework, Sitemap

frameworh Cookies, Sessions, Users and Authentication.
Textbook 1: Chapters 9, 11 and 12
Laboratory ComponenE

1. For students enrolment developed in Module 2, create a generic class view which displays list
of students and detailview that disptays student details for any selected student in the list.

2. Develop exampte Diango app tiat performs CSV and PDF generation for any models created in
pre\rious laboratory componenL

1. Demonstration using Visual Studio Code

2. PPT /Prezi Presentation for Architecture and Design

Pattems \ (\

Teaching-Learning Process

Module-4: Generic Views and Diango State Persistence



3. Live coding ofall concePts $,ith simple examples

4. Proiect work: Implement all concepts learnt for Student

Admission Management.

Modute-5: jQuery and AJAX Integration in Diango

Ajax Solution, Java Script, XHTMLHttpRequest and Response, HTML, CSS, ISON, iFrames, Settings of Java

Script in Django, jQuery and Basic AIAX, jQuery AJAX Facitities, Using jQuery UI Autocomplete in Django

Textbook 2: 1,2 and T.

Laboratory Component:
1. Develop a registration page for student enrolment as done in Module 2 but without page refresh

using AfAX.

2. Deyelop a search application in Django using AJAX that displays courses enrolled by a student

being searched.
1. Demonstration usingVisual Studio Code

2. PPT /Prezi Presentation for Architecture and Design

Patterns

3- Live coding ofall concepts with simple examples

4. Case Study: Apply the use of AIAX and jQuery for

development of EMI calculator.

Teaching-Learning Process

Course outcome (Course Skill Set)

At the end ofthe course the student will be able to:

CO 1. Understand the working of MVTbasedfull stack web developmentwith Django'

CO 2. Designing ofModels and Forms for rapid development ofweb pages.

co 3. Analrze the role of Template Inheritance and Generic views for developing full stack web

applications.
CO 4. Apply the Django framework libraries to render nonHTML contents like CSV and PDF'

co 5. Perform iQuery based AJAX integration to Diango Apps to buitd responsive full stack web

applications,

Assessment Details (both CIE and SEE)

The weightage ofContinuous Internal Evaluation (CIEI is 5096 and for Semester End Exam [SEE) is 50%o.

The minimum passing mark for the CIE is 40% of tlle maximum marks (20 marks). A student shall be

deemed to have satisfied tJ1e academic requirements and earned the credits atlotted to each subject/

course if the student secures not less than 3506 (18 Marks out of 50) in the semester-end examination

(SEE), and a minimum of 40% (40 marks out of 1OO) in the sum total of the CIE (Continuous [nternal

Evaluation) and SEE (Semester End Examination) taken togetier

Continuous Internal Evaluation:

Three Unit Tests each of 20 Marks [duration 01 hour)

1. First test at the end of 5s week ofthe semester

2. Second test at tlle end ofthe 106 week ofthe semester

3. Third test at the end ofthe 15s week ofthe semester

Two assignments each of 10 Marks

4. First assignment at the end of4h week ofthe semester

5. Second assignment at the end of9th week ofthe semester

\n*.-'b'-*f'
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Practical Sessions need to be assessed by appropriate rubrics and viva-voce n)ethod. This will contribute
to 20 marks.

Rubrics for each Experinrent taker;rvel'age for all Lab components - '15 Marks
Viva-Voce- 5 Marks Irltore eDrphasized on demonstration topics)

The sum of three tests, two assignments, and practical sessions will be out of 100 marks and will be
scaled down to 50 marks
(to have a less stressed CIE, the portion of the syllabus should not be common /repeated for any ofthe
methods ofthe CIE. Each method ofClE should have a different syllabus portion ofthe course).

CIE methods /question paper has to be designed to attain the different levels of Bloom's
taxonomy as per the outcome defined for the course.

Semester End Examination;

Theory SEE rvill be conducted by University as per the scheduled timetable, with common question
papers for the subiect [duration 03 hours)

1. The question paper will have ten questions. Each question is set for 20 marks- Marks scored
shall be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each of the two questions under a module fwith a

maximum of 3 sub-questions), should have a mix of topics under that module.

The students have to answer 5 full questions, selecting one full question from each module
Suggested Learning Resources:
Textbooks

1. Adrian Holovaty, Jacob Kaplan Moss, The Definitive Guide to Django: Web Development Done

Right, Second Edition, Springer-Verlag Berlin and Heidelberg GmbH & Co. KG

Publishers,2009
2. lonathan Ha),ward, Diango Java Script Integration: AJAX and jQuery, First Edition, Pack

Publishing 2011

Reference Books
1. Aidas Bendroraitis, Jake Kronika, Diango 3 Web Development Cookbook, Fourth Edition, Packt

Publishing,2020
2. William Vincent, Diango for Beginners: Build websites with Python and Diango, First Edition,

Amazon Digital Services, 2018
3. Antonio Mele, Django3 by Example, 3,d Edition, Pack Publishers, 2020
4. Arun Ravindran, Diango Design Patterns and Best Practices,2nd Edition, Pack Publishers,2020.
5. Julia Etman, Mark Lavin, Light weight Django, David A. Bell, 1$ Edition, Oreily Publications, 2 014

Weblinks and Video Lectures (e-Resources):
1. MyT architecture with Diango: https: //freevideolectures.com /course/3 700/diango-tutorials
2. Using Python in Django: httos://www.youtube.com/watchfu=2BooLiMT3Ao
3. Model Forms with Diango: https://www.youtube.com/watch?v=gMMlrtTwKxE
4. Real time Interactions in Diango: https: //wwwyoutube.com/watch?v=3gHmfoez45k
5- AfAX with Diango for beginners: https: //www.youtube.com/$,atch?v=3VaKNyjlxAU

Activity Based Learning (Suggested Actiyities ir Class)/ Practical Based Iearning
1. Real world problem solving - applying the Django framework concepts and its integration with

AJAX to develop any shopping website with admin and user dashboards.

M*,-, q-'-*fl'
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Short Preamble on Full Stack Web Development:

Welrsiie ile,J,:lopt)!cti! !5 ii tvity to trnke peoPlc Ourirl{r i,; irir' i titt'.'; Ltt!'1/ot' products tittt' ii' ' '.rrli

understond why tlle products are relevont and even necesso ty for then to buy or use, ond highlight llrr sli ri inU

quolities that set it oport fi.om competitors, other than commerciol rcasons, a website is also needed ]bf .luick

and dynamic information delivery for any domqin. Development of a well-designed, informative, resPon\ive

and dynamic website is need of the hour from any mmputer science qnd reloted engineeing groduqtes. Hetrce,

they need to be augmented with skills to use technology and framework which can help them to develop

elegant websites. Full Stack developers are tn need by many companies, who knows qnd can develop all pieces

oJ web applicotion [Front End, Back End and business logic). MW bosed development with Djqngo is the

cutting-edge framework for Full Stack Web Development. $rthon has become an easier language to use for
many applications. Django based lramework in rython helps a web developer to utilize framework ond

develop rapidly responsive and secure web applications.

\'t*,-., b**tru
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VI Semester

COMPUTER GRAPHICS AND FUNDAMENTALS OIJ IMAGE PROCESSING

Teachin Hours Week L:T: P: S

(liE Marks 50

3:0
40
03

t) SEE Marks i0
Total Marks 100Total Hours of Ped

03Credits Exam Hours
Course Obiectives:

CLO 1. Overview ofComputer Graphics along with its applications.
CLO 2. Exploring 2D and 3D graphics mathematics along with opencL API's.

CLO 3. Use of Computer graphics principles for animation and design of GUI's

CLO 4. Introduction to Image processing and Open CV.

CLO 5. Im mentation usi n CV.

Teaching-Learning Process (General lnstructions)

These are sample Strategies, which teacher can use to accelerate the attainment ofthe various course

outcomes-

1. Lecturer method (L) need not to be only traditional lecture method, but alternative effective

teaching methods could be adopted to attain the outcomes.

2. Use ofVideo/Animation to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in the class, which promotes critical
thinking.

5- Adopt Problem Based t earning (PBLJ, which fosters students'Analytical skills, develoP design

thinking skills such as the ability to design, evaluate, generalize, and analyse information
rather than simply recall iL

6. IntroduceTopicsin manifold representations.
7. Show the different ways to solve the same problem and encourage the students to come up

with their own creative ways to solve tlem.
8. Discrrss how every concept can be applied to the real world - and when that's possible, it helps

improve the studerts' understanding
Module-1

Overview: Computer Graphics hardware and software and OpenGL: Computer Craphics: Video Display
Devices, Raster-Scan Systems Basics of computer graphics, Application of Computer Graphics. 0penGL:
Introduction to OpenGL, coordinate reference frames, speciffing two-dimensional world coordinate
reference frames in OpenGL, OpenGL point functions, OpenGL line functions, point attributes, line
attributes, curve attributes, OpenGL point attribute functions, OpencL line attribute functions, Line
drawing algorithms(DDA, Bresenham's).

Textbook 1: Chapter -1,2J, 5(l and 2 only)
Self-study topics : Input devices, hard copy devices, coordinate representation, graphics functions,
hll area primitives, polygon fill areas, pixel arrays, Parallel Line algorithms

Chalk & board, Active Learning
Virtual Lab

Teaching
Learning
Process

Module-2
2D atrd 3D graphics witfr OpenGL: 2D Geometric Transformations: Basic 2D Geometric
Transformations, matrix representations and homogeneous coordinates, 2D Composite
transformations, other 2D transformations, raster methods for geometric transformations, 0pencL
rastertransformations, OpenGL geometric transformations function,

3D Geometric Transformations: Translation, rotation, scaling, composite 3D transformations, other

3D transformations, OpenGL geometric transformations functions

PRINCIPAL
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Textbook 1: Chapter -6, I
Self-study topics: Translbrmalion between 2D coordinate systcm

lransformation, Transfonrratitrn bct$ ccn 3D coordinatc systen.)

Teaching- Chalk & board. Active Learning, Problem based learning

Virtual Lab:

C)pcncL gcometric-

Learning
Process

Module-3

lnteractive Input Methods and Graphical User Interfaces: Graphical Input Data .Logic
of tnput Devices, Input Functions for Graphical Data , lnteractive Picture-Constructi
Virtual-Reality Environments, OpenGL Interactive lnput-Device Functions, OpenGL M

Designing a Graphical User Interface.

computer Animation :Design of Animation sequences, Traditional Animation Techniques, General

computer-Animation Functions, computer-Animation Languages, charaaer Animation, Periodic

Motions, OpenGL Animation Procedures.

methods for computer animation, Key frame systems, Motion

al Classification
on Techniques,
enu Functions ,

Textbook 1: Chapter -11, 18
Self-study topics: Raster

Chalk & board, MOOC, Active LearningTeaching-
Learning
Process

Module-4

overview, Nature of lP, IP and its related fields, Digital lmage

Di6tat lmage Processing Operations: Basic relationships and distance metrics, Classification of lmage

processing Operations.

Text book Z: Chapter 3

( Below topics ls for experientiol learning only , No questions in SEE)

computer vision and opencv: wat is computer vision, Evolution oI computer vision, Applicotion of
Computer visiorL Feoture of OpenCV, OpenCV library modules, OpenCV environment, Reoding, writing and

storing images using OpenCV. OpenCV drawing Functions. OpenCV Geometric Transformations'

(Note : Computer vision and OpenCV lor experimental learning or ActiviP Based

Learning using web sources. Preferred for assignments. No questions in SEE )
Web Source: https://www.tutorialspoinLcom/opencv/

Introduction to Image processing:
representation, types of images.

Chalk& board, Problem based learning

Lab practice for OpenCV for basic geometric obrects and basic image operation
Teaching-
Learning
Process

Module-5

Image Segmentation: Introduction, classification, detection ofdiscontinuities, Edge

( Below tapics is Ior experiential learning only , No questions in SEE)

Image processing vith open CV: Resizing , Rotation/ Flipping, Blending, Creating region of Interest

(ROt), tmage Thresholding, tmage Blurring and smoothing, Edge Detection, lmqge contours and Face

detection (up to

Detection on imoges using OpenCV.

canny edge detection(included)).
Text Book Z: Chapter 9; 9.1 to 9.4'4.4

PRtNcIPAL
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(Note :Image Processing withopenCV for experimental learning or ActiviV Based
Learning usina web sources. Preferred for assignments. No questions in SEE)

Web source: e i olvtics-v idhva / int Tductio,t - tt - cont D u te r- v ision-oDeae!.Ln -

pvthon-lb722e8oseBb

Teaching-
Learning
Process

Chalk & board, MOOC

Lab practice on image processing,

Virtual Lab:

Course Outcomes:
At the end ofthe course the student will be able to:

CO 1. Construct geometric obiects using Computer Graphics principles and OpenGL APIS.

CO 2. Use OpenGL APIS and related mathematics for 2D and 3D geometric Operadons on the obiects.

CO 3. Design GUI with necessary techniques required to animate the created obiects

CO 4. Apply OpenCV for developing lmage processing applications.

CO 5. Apply lmage segmentation techniques along with programmin& using OpenCV, for developing

simple applications.

Assessment Details (both CIE and SEEI

The weightage ofContinuous lnternal Evaluation (CIE) is 5096 and forSemester End Exam (SEE) is 50%.

The minimum passing mark for the CIE is 40%o ofthe maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/
course if the student secures not less than 35% (18 Marks out of 50)in the semester-end

examinadon(SEE), and a minimum of40% (40 marks out of100) in the sum total ofthe CIE (Continuous

lnternal Evaluation) and SEE (Semester End Examination) taken together.

Continuous lnt€rnal Evaluation:
Three Unit Tests each of 2o Marts (duration 01 hour)

1. First test at t-he end of Sth week ofthe semester

2. Second test at the end ofthe 10th week of the semester

3. Third test at ttle end ofthe 15ti week oftJte semester

Two assignments each of 10 Marks
4. First assignment at the end of4d week ofthe semester

5, Second assignment at the end of9s week oftie semester

Group discussion/Seminar/quiz any one ofthree suitably planned to attain the COs and POs for 20
Marks (duEtion 01 hours)

5. At the end ofthe 13d week oftie semester

The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks

[To have less stressed ClE, the portion ofthe syllabus should not be common /repeated for any ofthe
methods of the ClE. Each method of CIE should have a different syllabus portion of t}le course).

CIE methods /question paper is designed to attain the differentlevels of Bloom's taxonomy as Per
tle outcome defined for the course.
Semester End Examination:
Theory SEE will be conducted by University as per tie scheduled timetable, with common question

papers for the subrect (duration 03 hours)
3. The question paper will have ten questions. Each question is set for 20 marks. Marks scored shall

be proportionally reduced to 50 marks
4. There will be 2 questions from each module. Each ofthe two questions under a module (with a

maximum of3 sub-questions), should have a mix oftopics under that module.

The students have to answer 5 full questions, selecting one full question from each module.

A
SuBgested Learning Resources:

,,+it'flIft*



Textbooks
1. Donald D Hearn, M Pauline Baker and warrencarithers: Computer Graphics with OpenGL 4th

Edition, Pearson, 2014
2. S. Sridhar, Digital Image Processing, sc.orr(l e(iit:r)n. Oxford University press l{l :'l

Reference Books
1. Edward Angel: lnteractive Computer Graphics- A Top Down approach with OpenCL, 5th edition.

Pearson Education, 2008
2. James D Foley, Andries Van Dam, Steven K Feiner, lohn F Huges Computer graphics with

OpencL: Pearson education

\n--^- q-,*T$'
PRINCIPAL

SIEI.. TUMAKURU

Web links and Video Lectures (e-Resources):

Web links and Video Lectures (e-Resources):
httos: / /notel.ac.in/courses /106/106/ l.06106090 /
https://nptel.ac.in/courses/106/102l106102063/

https: //nptel.ac.inlcourses/106/1 03 / 106 I 03224l
https://nptel.ac.in/courses/106/102/106102065/

1.

2.

3.

4.

5. hnps://www.tutorialspoinLcom/opencv/ (Tutorial, Types of lmages, Drawing Functions )
Activity Based Learning (Suggested Activities in Class)/ Practical Based learning

2. Mini project on computer graphics using Open Gl/Python/Open CV.



Vl Semester

(lourse Code
'l'eachi Hours eek L:T:P: S 3:0:0:0

40
SEE Marks 50

100Total Hours of Pe Total Marks
Exam Hours 03Credits 03

To understand basics ofagile technologies

To exptain XP Lifecycle, XP Concepts and Adopting XP

To Evaluate on Pair Programming, Root-Cause Analysis, Retrospectives, Planning

Incremental Requirements and Customer Tests

To become Mastering in Agility
To provide well Deliver Value

Course Learning Obiectives:

clo 4.

clo 5.

clo 1.

cLo 2.

CLO 3.

Teaching-Learning Process (General lnstructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. Lecturer method [L) does not mean only traditiona] lecture method, but different type of
teaching methods may be adopted to develop the outcomes.

2. Show Video/animation films to explain functioning ofvarious concepts'

3. Encourage collaborative (Group Learning) Learning in the class.

4. fuk at leastthree HOT (Higher order Thinking) questions in the class, which Promotes critical

thinking.
5. Adopt Problem Based Learning (PBL), which fosters students'Analytical skills, develop

thinking skills such as th€ ability to evaluate, generalize, and anallze information rather tlan
simply recall it

6. Topics will be introduced in a multiple representation.

7. Show tlre different wa)ls to solve the same problem and encourage the students to come up

with their own creative ways to solve them.

8. Discuss how every concept can be applied to the real world - and when thafs possible, it helps

improve the students' understanding.
Module-1

Why Agile? : Understanding Success, Beyond Deadlines, The lmPortance of Organizational Success,

EnterAgility, How to Be Agile?: Agile Methods, Don't Make Your Own Method, The Road to Mastery, Find

a Mentor.

The Genesis ofAgile, Introduction and background, Agile Manifesto, and Principles, Simple Design, User

Stories, Agile Testing Agile Tools

Textbook 1: Part I - Ch 1, Ch 2.

Textbook 2: Ch 1

https://www.nptelvideos.com/video.php?id=904
https://www.youtube.com/watch?v=x90klAFGYKE
http://www.digimaLi n/nptel/course s / video / | lO7O407 3/L02.html

https://onlinecourses.nptel.ac,in/noc19 mg30/Dreview

Chalk and board, Active LearningTeaching-Learning Process

Module-2

PRINCIPAL
SIdI, TUMMURU

AGILE TECHNOLOGIES
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Assess Your Agility

Overview ofExtrenre Programming, The Practices ofExtreme Prograrl1lning, Conclusion, Bibliography,

Planning lnitial Exploration, Release Planning, Iteration Planning, Defining Done", Task Plantring

lteratin& Tracking.

Understanding XP: The XP Lifecycle, The XP Team, XP Concepts, Adopting XP: ls XP Right for Us?, Go!,

Textbook 1: Part l: Ch 3, Ch 4.

Textbook 3: Section 1: Ch 1

)

https://www.nptelvideos.com/video.php?id=904
https://wwwyoutube.com/watch?v=x90klAFGYKE
http://www.digimat.in/nptel/courses / video / 110 l0 4O7 3/L02.html

onlinecourses.nptel.ac.in/noc1 9-m93 0/preview

Chalk and board, Active Learning

https://

Teaching-Learning Process

Module-3

Practicing XP; Thinking: Pair Programmin& Energized Work, In formative Workspace, Root Cause

Textbook 1: Part II: Ch 5, Ch 6, Ch 7 ch8 ch 9.

https://www.nptelvideos.com/video.php?id=904
https://www.youtube.com/watch?v=x90klAFGYKE
http://www.digimaLin/nptel/course s / video / 7 l0 70 407 3/L02.html

onlinecourses.nptel.ac.in/noc I 9-mg30/preview

Chalk and board, Demonstration

https://

Teaching-Learning Process

Module-4

Mastering Agility : Values and Principles: Commonalities, A

Further Reading lmprove the Process: Understand Your Proiect, Tune and Adapt, Break the Rules, Rely

on People :Build Effective Relationships, Let the Right People Do the Right Things, Build the Process for

the People, Eliminate waste:work in small, Reversible StePs, Fail Fast, Maximizework Not Done, Pursue

Throughput

bout Values, Principles, and Practices,

Textbook 1: Paft IIF Ch 10, Ch 11, Ch 12, Ch 13.

onlinecourses.nptet.ac.in/noc1 9-rn930/preview

Chalk and board

https://

Teaching-Learning Process

Module-5

Deliver Value: Exploit Your Agility, Only Releasable Code Has Value, De

Seek Technical Excellence: Software Doesn't Exist, Design Is for Understanding, Design
liver Business Resuls, Deliver

Frequently,

PRINCIPAL
SIEI., TUMAKURU

Analysis, Retrospectives,

collaborating: Trust, sit Together, Real customer lnvolvement, ubiquitous Language, Stand-Up

Meetings, Coding Standards, Iteration Demo, Reporting,

Releasing: .Done Done", No Bugs, Version Control, Ten-Minute Build, continuous InteSration, collective

Code Ownership, Documentation. Planning; Vision, Release Plannin& The Planning Game, Risk

Management, Iteration Planning, slack stories, Estimatin& Developing: Incremental requirements,

Customer Tests, Test-Driven Developmeng Refactoring, Simple Design, lncremental Design and

Architecture, Spike Solutions, Performance OPtimization, Exploratory Testing

https://www.nptelvideos.com/video.php?id=904
https://www.youtube.com/watch?v=x90klAFGYKE
http://wwwdigimat.in/nPtel/courses/video/1 10 104073/L02.html



Trade-offs , Quality with a Name, Great Design, Universal Design Principles, Principles in Practice, Pursue

Mastery

Textbook 1: Part IV- Ch 14, Ch 15.

Teaching-Learning Process Chalk and board
https://www.nptelvideos.com/video.php?id=904
https://www.youtube.com/watch?v=x90kIAFGYKE
http://www.digimaLin/nptel/course s / video / lLOl0407 3/L02.html
https;//onlinecourses.nptel.ac.in/noc19-mg30/preview

PRINCIPAL
SIET., TUMAKURU

Course outcome (Course Skill Set)
At the end ofthe course the student will be able to:

CO 1. Understand the fundamentals of agile technologies

CO 2. Explain XP Lifecycle, XP Concepts and Adopting XP

CO 3. Apply different techniques on Practicing XP, Collaborating and Releasing
CO 4. Analyze the Values and Principles of Mastering Agility
CO 5. Demonstrate the agility to deliver good values

Assessment Details (both CIE and SEE)

The weightage ofContinuous lnternal Evaluation [ClE) is 50% and for Semester End Exam (SEE) is 50%.

The minimum passing mark for the CIE is 4090 ofthe maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/
course if the student secures not less than 35% ( 18 Marks out of 50) in the semester-end examination
(SEE), and a minimum of 40.lo (40 marks out of 100) in the sum total of the CIE [Continuous lnternal
Evaluation) and SEE (Semester End Examinadon) taken together

Continuous lnternal Evaluation:

Three Unit Tests each of 20 Marks (duration 01 hour)

1. First test at the end of5e week ofthe semester

2. Second test at the end ofttre 10s week oftJle semester

3. Third test at tlle end ofthe 15s week ofthe semester

Two assignments each of 10 Marks

6. At the end ofthe 13d week ofthe semester

The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks
and will be scaled down to 50 marks

(to have less stressed CIE, the portion ofthe syllabus should not be common /repeated for any ofthe
methods ofthe ClE. Each method ofCIE should have a different syllabus portion ofthe course).

CIE methods ,/question paper has to be designed to attain the different levels of Bloom's
taxonomy as per t}le outcome defined for tle course.

Semester End Examination:

Theory SEE will be conducted by University as per the scheduled timetable, witi common question
papers for the subject (duration 03 hours)

1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored

shall be proportionally reduced to 50 ma6ks A

4. First assignment at the end of46 week ofthe semester

5. Second assignment at the end ofgu week oftle semester
Group discussion/Seminar/quiz any one ofthree suitably planned to attain the COs and POs for 20
Marks (duration 01 hours)



There will be 2 questions from each module. Each ofthe two questions under a

maximum of3 sub-questions), should have a mix oftopics under that modulc.

uestions, selecting one full question fronl e;tch tlrodrtle

2 module (with a

The students have to answer S full q

Suggested Learning Resources:

Textbooks

1. James shore, Chromatic, o'Reilly, The Art ofAgile Development, 2007

Reference Books

1. Ken Schawber, Mike Beedle, "Agile software Development with scrum",Pearson, 2008

2. Agile Principles-Patterns-and-Practices-in-C by Robert C Martin & Mic Martin'

web links and Video Lectures (e-Resources):

Model wise mentioned

Activity Based Learning (suggested Activities in Class

Demonstration ofthe project based on Agile technologies.

)/ Practical Based learning

\n^-r- b---tr'
PRINCIPAL

SIET., TUMAKURU



Vl Semester

ADVTl \CED,AVA PROGRAMMING
(lourse Code _ i (_s642 CIE Marks

SEE Marks
50
50'leachin Hours Week L:T:P: S ;3:0:0:0

Total Hours of Pedagoqy Total Marks40 100
Credits 03 Exam Hours 03

Understanding the fundamental concepts of Enumerations and Annotations
Apply the concepts ofGeneric classes in Java programs
Demonstrate the fundamental concepts ofString operations
Design and develop web applications using Java servlets and JSP

Apply database interaction through lava database Connectivity

CLO 1.

cLo 2.

CLO 3,

CLO 4.

cLo 5.

Course Learning Obiectives

Teaching-Learning Process (General lnstructions)

These are sample Strategies, $/hich teachers can use to accelerate the attainment ofthe various course
outcomes.

1. Lecturer metlod (L) need not to be only a tmditional lecture method, but altemative
effective teaching methods could be adopted to attain the outcomes.

2. Use ofVideo/Animation to explain functioning ofvarious concepts.
3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in tlle class, which promotes
critical tiinking.

5. Adopt Problem Based Learning (PBL), which fosters students' Anal5rtical skills, develop
design thinking skills such as the ability to design, evaluate, generalize, and anal)ze
information rather than simply recall it

6. Introduce Topics in manifold representations.
7. Show the different ways to solve the same pmgram
8. Discuss how every concept can be applied to the real world - and when that's possible, it

helps improve tle students' understanding.
Module-1

Enumerations, Autoboxing and Annotations:
Enumerations, Ednumeration fundamentals, the valuesI andvalueOf[ methods,lava enumerationsare
class types, enumerations inherits Enum, example, type wrappers, Autoboxin& Autoboxing methods,
Autoboxing/Unboxing occurs in Expressions, Autoboxing/Unboxin& Boolean and character values,
Autoboxing/Unboxing helps prevent errors, A word ofwarning

Annotations, Annotation basics, specirying retention policy, obtaining annotations at run time by use of
reflection, Annotated element interface, Using default values, Marker Annotations, Single member
annotatiolls, Built in annotations

Textbook 1: Chapterl2
Teaching-Learning Process Chalk and board, Online demonstration, Problem based learning

Module-2
Generics: What are Generics, A Simple Generics Example, A Generic Class with Two Type Parameters,
The General Form of a Generic Class, Bounded T1pes, Using Wildcard Arguments, Bounded Wildcards,
Creating a Ceneric Method, Generic Interfaces, Raw types and Legary code, Generic Class Hierarchies,
Erasure, Ambiguity errors, Some Generic Restrictions

Textbook 1: Chapter 14
Teaching-Learning Process Chalk and board, Online Demonstration

Module-3

PRINCIPAL
SIE[., TUMAKURU
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String Handling: The String Constructors, String

Extraction, String Comparison, Searching Strings, Mod

Changing the case of characters within a String, String

Textbook 1: Cha ter 15

Teaching-Learning Process Chalk and board, Online Dernonstration

Length, Special String Operations, Character
ifying a String, Data Conversion Using valueof(J,
Buffer, String Builder

Module-4

fe
package;

kaacetvax.servlP Theht e eS let l; psA m le servl laofe serya et;et;d paB nro u cyclckg
nsesse atS nd RTTH ReP u espohet. qvax-seryltheraa etem r ttpse et laRead png

d ectsa an anblesPs objrServe tagsTrackinoCo ki es slo PagesSus es; Iavang,ng
S onSesokiesCosser loessU ns,aP rslnestuentem Loota ts, Strin&s Reqps,

Textbook 1: Chapter 31
Textbook 2: 11

Control
Obiects

Chalk and board, Online DemonstrationTeaching-Learning Process
Module-5

Transaction Processing; Metadata, Data Types; Exceptions'

6

bj
taDa baseBCthof e DefbriBD CescB nverD ckagese fo D cB pacoThe nc TvpJDpt

Resu tSet;o ectstherhrtBcB o BCDeth dgen JDectin oCon

Textbook 2;
Chalk and board, Online DemonstrahonTeaching- Learning Process

Course Outcomes

At tlle end ofthe course the student will be able to:

CO 1. Understanding the fundamental concepts of Enumeradons and Annotadons

Generic
ti

ti
transacti

msn avase5clasto prograthe2 conceptsp vp
aavons nfo trsce no canstr th ng operatemo eptsD eCO

d PSeervl antsvaa sonsa lcabaweb sed uslngloDeve pploC +. p
non ngndanteraction processltea basedataustroC

Continuous Int€nral Evaluatiotr:

Three Unit Tests each of20 Mart<s (duration 01 hour)

1. First test atthe end of5d week ofthe semester

2. Second test at the end ofthe 106 week ofthe semester

3. Third test at the end ofthe 156 week ofthe semester

Two assignments each of 10 f,{arks

4. First assignment at the end of46 week ofthe semester

5. Second assignment at the end of9d' week of tlle semester

Group discussion/Seminar/quiz any one ofthree suitably planned to attain the COs and POs for 2O

Uarks (duration 01 hours)
6. At the end of the 13s week of t}te semester

The sum of three tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks
(to have less stressed CIE, the portion ofthe syllabus should not be common /repeated for any ofthe

methodsofthec|E.EachmethodofClEshouldhaveadifferentsyllabusportionofthecourse).
CIE methods /question paper has to be deslgned to attain the different levels of Bloom's

taxonomy as Per the outcome defined for the course'

tio
andten sEE)DetailsAssessm (both

5ls Oo/o.Exam S EEndr es mester E)dan foIS Oo/o5n CEva luasoLl n ElrnateontiC nuta ofeeTh gh E ah bll ene ststudks02 rmarma ksum m )fo maxlthe4ls 0o/oeth Ectformark5ln ummmThe pas ng
tollottedtscredi athd eend ra neatSu remenemacad cthed etiSA fi reqstoed haveeed m

nln ouatid-en exarth semesteo 5t 0rkMa ouS )ath ll o/o5otn essee thfcours
auo ternnSllCo nti uce Eo thfsue totaTI0 n thuo oft 0

,|
am ksr40 )Ill mu ofdn lI na (Es( E)

retiona nExami togethd )EnrEs E emesteSoti ll ndaEva au ()

The
Handling

Methods,(ISP);
information,other

Process;overvlew
StatementDatabase;Associating

c0
3.

lava5.

crE

each subiect/

in[18securesstudent
40o/oa

taken
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Semester End Examination:
Theory SEE will be conducted by University as pcr the scheduled timetable, with comnlon question
papers lor the subject (duration 03 hours)

: -l'h{, .irii,sliolt paper will have :er C{iestll)r]s. l:,lfl, .Iii'\iion is set for 20 :I.rrks. ]i,ta:i\ :.r)t',;
shall be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each ofthe two questions under a rnodule (with a

maximum of 3 sub-questions), should have a mix of topics under that module.

The students have to answer 5 full questions, selecting one full question from each module

\n*.- [r*fl
PRINCIPAL

SIET.. TUMAKURU

Resources:
Textbooks

1. Herbert Schildt IAVA the Complete Reference. 9t Edition, Tata Mccraw-Hill
2. fim Keogh, The Complete Reference f2EE, Tata McGraw-Hill

Introduction to Pearson Educahon, 2007.7th

Reference Books:
1. Y. Daniel

1. https://nptel.ac.inlcourses/106/10S/10610S191/
2. https://nptel.ac.inlcourses/106/705 /t06705225/

Weblinks and Video Lectures (e-Resources):

Activities in Class)/ Practical Based learningActivity Based Learning (Suggested
. Programmingexercises



Vl Semester

Course Code
Teachi Hours eek L:T:P: S 3:0:0:0

ADVANCED COMPUTER ARCHITECTURE
21CS643 CIE Marks

SEE Marks
50
50
10040Total Hours of
03Exam Hours03Credits

CLO 1. Describe computer architecture.
CLO 2. Measure the performance ofarchitechrres in terms ofriSht parameters'

el architecture and the software used for them

Course Learning Obiectives

CL0 3. Summarize

These are sample strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method [L) need not to be only a traditional lecture method' but alternative

effective teaching methods could be adopted to attain the outcomes'

Use ofVideo/Animation to explain functioning ofvarious concePts'

Encourage collaborative (Group Learning) Learning in the class'

Ask at leist three HoT (HiSher order Thinking) questions in the class' which promotes

critical thinking.
Adopt Problem Based Learning (PBL), which fosters studen6' Anal)rtical skills' develop

design thinking skills such as the ability to design, evaluate, generalize' and anallze

information rather than simply recall it
Introduce ToPics in manifold representations'

Show the different ways to solve the same program

Discuss how every concept can be applied to tlre real world - and when that's possible' it

6.

7.

8.

2.

3.

4.

5.

helps improve the students' understanding.

Teaching-Learning Process (General lnstructions)

outcomes.

1

Module-1

Chapter 1 (1.1to 1.4), Chapter Z(2.7 ro 2.41Chapter 3 (3'1 to 3'3)

iti

ndsors aItiuMof procesStateTheoM del s,nlo terClie SM puParallofTheory etw rkoam ndoM edVLSand s,PRAM PrograoC nlDMSndavectoti r puters,ulM
lsn n1echM a s,Flowa n]u roPScd edhontti an grP rti n&aS ngnd onCoP es,roperti lla detM rlcsarm eNCerfot,cenrmaPerfoableScaloftecturerch s,nectnterconSystem

SNStiocali ppeeduereasu Parall pApM es,
t.nus cfficlm e ISno exaeaech mnismth ro m par ll rl anyoFeanc Laws.Perform Algo

lead rnme ab eSblProno ngsn ra rine ed moboad Onlach k n rd,aTeaching-Learning Process
Module-2

Hardware Technologiesl: Processors

Processor Technolory, Superscalar and Vector

Memory Technolory. For all Algorithms or mecha

and Memory Hierarchy,
Processors, Memory Hierarchy
nisms any one examPle is sufficie

Advanced
Technolory, Virtual
nt

Chatk and board, Online DemonstrationTeaching-Learning Process
Module-3

Hardware
Organizations,
Pipeline Proce
is sufficient.

Memory Organizations, Shared Memory
pelining and Superscalar Techniques, Linear

Algorithms or mechanisms any one example

eCach2 B u5lohno les Systems,ecT c
ode PiM ls,ceak onsisteantial ndue ncyseq

oF arP linessors, pe

k-^.^^, 
qs*-f,,

PRINCIPAL
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Total Marks

Multicomputer,

Computing,Parallel
N

Parallelism,of Program
Principles

Processing

Chapter 4 ( 4.1 to 4.4)

Processors,Nonlinear



Chapter 5 (5.1 to 5.4) Chapter 6 (6.1to 6,2)

Teaching-Learning Process (lhalk and board, Online Demonstration

Module-4
Parallel and Scalable Archrtectures: Multiprocessors and !luliicornputers, Multiprocessor System
Interconnects, Cache Coherence and Slmchronization Mechanisms, Message-Passing Mechanisms,
Multivector and SIMD Computers, Vector Processing Principles, Multivector Multiprocessors, Compound
Vector Processin& Scalable, Multithreaded, and Dataflow Architectures, Latency-Hiding Techniques,
Principles of Multithreadin& Fine- Grain Multicomputers. For all Algorittrms or mechanisms any one
example is sumcient

Chapter 7 (7.1,7,2 and 7.4) Chapter 8( 8.1 to 8.3) Chapter 9(9.1 to 9.3)

Teaching-Learning Process Chalk and board, Online Demonstration

Module-5

,operand Forwarding ,Reorder Buffer, Register Renaming,Tomasulo's Algorithm. For all Algorithms or
mechanisms any one example is sufficienL

Chapter 10(10.1to 10.3) Chapter 12(ta.tto l2,gl

forSoftware lel tll TI P Marallel od Lanpafa a cnd om ersprogra n8: els, Prorallel mln8uages, ,PApr gram g
oM del alPar el nas, Cod m il D Anal 5 fo aD tagesLangua ers, nstructio ann dp ependence ys Arrays.

Level n ctistru o n eLev P ara lel mCo rch tectuism, Con cBasire,puter tents, Design
roP embl efinD o Model fo a can, n1Co e er-d ected n tru5 octi n LTvp evel aralleP tsmp

Teaching-Learning Process Chalk and board, Online Demonstration
Course Outcomes
At the end ofthe course the student will be aue to:

CO 1. Explain the concepts ofparallel computing
CO 2. Explain and identify the hardware technologies
CO 3. Compare and contrast the parallel architectures

ming conceptsCO 4. Illustrate parallel program

The weightage ofcondnuous lnternal Evaluation (clE) is 5096 and for semester End Exam (sEE) is s0%.
The minimum passing mark for the crE is 40% of tl,e maximum marks (20 marks). A studenishall be
deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/
course if the student secures not less than 35% (18 Marks out of 50) in the semester-end examination
(sEE), and a minimum ot 40% (40 marks out of 100) in the sum totar ofthe crE (continuous Internal
Evaluation) and SEE (Semester End Examination) taken together
Continuous lnternal Evaluation:
Three Unit Tests each of2o Marl6 (duration 01 hour)

1. First test at tie end ofSd week ofthe semester
2. Second test at the end ofthe Lor week ofthe semester
3. Third test at tJle end ofthe 15s week oftie semester

Two assignments each of 1O Marks
4. First assignment at the end of46 week oftle semester
5. Second assignment at the end ofgd week ofthe semester

Group discussion/seminar/quiz any one ofthree suitably planned to attain the cos and pos for 2o
Marks (dumfion 01 hours)

6. At the end ofthe 136 week oftle semester
The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks
and will be scaled down to 50 marks
(to have less stressed clE, the portion ofthe syllabus should not be common /repeated for any of the
methods ofthe ClE. Each method ofClE s uld have a di nt syllabus portion ofthe course )

Assessment Details (both CIE and SEE)

PRINCIPAL
SIET., TUMAKURU

Processor,

System
Parallelism, Issues,



I

CIE methods /question paper has to be designed to attain the different levels of B|oom's

taxonomy as per the outcome defined for the course.

semester End Examination:
llreorl SEE !vijl he conducted by t)n1r,ersit1,,1s por ll:e scheduled tinletlble, \\'r1ir 1r)'r'::'r!:r rr::r'\::oi'i

papers tor the subject [duration O3 hours)
1'Thequestionpaperwillhavetenquestions.Eachquestionissetfor20marksmarksscoredwill

be proportionately reduced to 50 marks

2. There will be 2 questions from each module. Each of the two questions under a module (with a

maximum of3 sub-questions), should have a mix of topics under that module'

The students have to answer 5 full questions, selecting one full question from each module

)

PRINCIPAL
SIET., TUMAKURU

Resources

KaiHwangandNaresh|otwani,AdvancedComputerArchitecture(sIE):Parallelism,scalability,
Programmability, McGraw Hill Education 3/e' 2015

lohn L Hennessy and David A Patterson, Computer Architecture: A quan

edition, M

titative apProach, sth

1

I
n Kaufmann Elseveir 2073

Textbooks

Reference Books:

Weblinks and Video Lectures (e-Resources ):

Activity Based Learning (Suggested in Class)/ Practical Based learningActivities



Vl Semester

Course Code
DATA SCIENCE AND VISUALIZATION

(;lE MarksI l i.li ar I i 50
Teachin Hou rs Week L:T:P: S 3:0:0:0 50SEE Marks
Total Hours of Ped 40 Total Marks 100
Credits 03 Exam Hours 03

CLO 1. To introduce data collection and pre-processing techniques for data science
CLO 2. Explore analSical methods for solving ;-eal iife problems through data exploration

techniques
CLO 3. Illustrate different qlpes ofdata and its visualization
CLO 4. Find different data visualization techniques and tools
CLO 5. Design and map element ofvisualization well to perceive information

Course Learning Obiectives

Teaching-Learning Process (General lnstructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method (L) need not to be only a traditional lecture method, but alternative
effective teaching methods could be adopted to attain trle outcomes.
Use ofVideo/Animation to explain functioning ofvarious concepts.
Encourage collaborative (Group Learning) Learning in the class.
Ask at least three HOT (Higher order Thinking) questions in the class, which promotes
critical thinking.
Adopt Problem Based Learning (pBL), which fosters students, Analytical skills, develop
design thinking skills such as the ability to design, evaluate, generaiize, and anallze
information ratler than simply recall it
Introduce Topics in manifold representations-

2.

3.
4.

5.

6.
7.

8.
tive

Sh eth rediffe nt to th same e bways em dith fferent rcuicl tS Cpro na d/togt
rencou the students COto em u irh etth rage own crea to lveSOp them.ways

sDi howcuss conce CA ben a rhto reae revery pt d whenandpplied Sthat' b leposst
hel tm the stude nts ndu erstandi

outcomes.
1.

Module-1
lntroduction to Data Science
lntroduction: what is Data science? Big Data and Data science hype - and getting past the hype,why now? - Datafication, current randscape of perspective., stirt ."s. Neeaea statisiiiai
Inference: Populations and samples, statisticar modeliing, probabirity distributions, fitting a moder.

Textbook 1: Chapter 1
Teaching-Learning Process

process
2. Demonstration ofdifferent steps, learning definition and

relation with data science

1 PPT - Recognizing d ifferent types ofdata, Data science

Module-2

Basic tools (plots, graphs and summary statistics) of EDA, philosophy of EDA, The Data Science
Process, case study: Real Direct Ionrine realestate firmJ. Three Basic Machine Learning Algorithms:
Linear Regression, k-Nearest Neighbours (k- NN), k-means.

Textbook 1: Chapter 2, Chapter 3

Exploratory Data Analysis and the Data Science process

Teaching-Learning Process PPT -Plots, Graphs, Summa1.

2. rithms
ry Statistics

Dem tration of e Learn

PRINCIPAL
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solve
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Module-3

Feature Generation and Feature Selection

Extracting Meaning from Data: Motivating application: tlser (customer) retention Feature

GeneratiJn (hrairrstornling, role of domain expertise, and place for ilragination)' Feature Selectiol'l

algorithms. Filters; Wrappers; Decision Trees; Randonr Forests' Recommendation Systems:

nriitaing , User-Facing Dita Product, Algorithmic ingredients of a Recommendation Engine'

oimunsionatity Reductilon, singular value Decomposition, principal component Analysis, Exercise:

build your own recommendation system.

Textbook 1: ChaPter 6

-PT - Feature generation, selection
monstration recommendation

1.

2. neDe
Teaching-Learning Process

Module-4

Data Visualization and Data Exploradon

Introduction: Data visualization, Importance ofData visualizatio[ Data Wranglin& Tools and Libraries

for Visualization

ComparisonPlots:LinechaGBarChartandRadarChart;RelationPlots:ScatterPlot,BubblePlot,
io#tog."m ,na Heatmap; ComPosition Plots: Pie Chart' Stacked Bar chart' Stacked Area Chart' Venn

;i;g#, oirt ibrtior, elots, ftirtogot, lensity Plot' Bo.x Plot'. Violin Plot Geo Plots: Dot Map'
-no?opt"tn 

Uap, Connection Map; What Makes a Good Visualization?

Textbook 2 : ChaPter 1, chapter Z

Demonstration of different data visualization tools.1Teaching-Learning Process

Module'5

A Deep Dive into Matplotlib

lntroduction, Overview of Plots in Matplotlib, PyPlot Basics: Creating Figures' Closing Figures' Format

Strings, Plottin& Plotting Using pand"s Oaufiames' Usplaying Figures' Saving Figures; Basic Text and

Legend Functions, t-aUuts, rittes, ie"t, A'*otationi' ut!"nit;-Bttit plotttBar Chart' Pie chart' stacked

Bar Chart, Stacked Area crt"r,, n"i"gt"t, so* Piot''st'it"t Plot' Bubble Plot; Layouts: subplots' Tight

i"v*,, n"a* Ctt"rts, Gridspec; Imafes: Basic Image Operations' writing Mathematical Expressions

Textbook 2: Chapter 3

PPT - ComParison ofPlots1.

2. Demonstration charts
TeachinS-Learning Process

Course Outcomes
At the end ofthe course the student will be able to:

CO 1. Understand the data in different forms
ffere

cessPron ceaD Scita ethd eI'1ataDa naAEx oreesu to yslstn htec nd p? oAoC p vp
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Continuous Internal Evaluation:
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1. First test at the end of56 week of the semester
2. Second test at the end ofthe 10s week ofthe semester
3. Third test at the end ofthe 15th week ofthe senre:.ter

Two assignments each of 1O Marks
4. First assignrnent at the end of4th week ofthe senlcster
5. Second assignment at the end of9s week of the semester

Group discussion/Seminar/quiz any one of three suitably planned to attain the COs and pos for 20
Marks (duration 01 hours)

6. At tlle end ofthe 13h week ofthe semester
The sum ofthree tests, two assignmenB and quiz/seminar/group discussion will be out of 100 marks
and will be scaled down to 50 marks
(to have less stressed clE, the portion ofthe syllabus should not be common /repeated for any ofthe
methods ofthe clE. Each method ofctE should have a different syllabus portion ofthe course).
clE methods /question paper has to be desiBned to attain tte dlffercnt levels of Bloom's
taxonoDy as per the outcome defined for the course.
Semester End Examination:
Theory sEE will be conducted by university as per the scheduled timetable, with common question
papers for the subiect [duration 03 hours)

1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored
shall be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each of the two questions under a module (with a
maximum of3 sub-quesuons), should have a mix oftopics under that module.

The students have to answer 5 full ns, selecti one full uestion from each module

\n-"^",- b--,o

Suggested Learning Resources;

Doing Data Science, Cathy O'Neil and Rachel Schutq O,Reilly Media Inc O'Reilly Media,
Inc 2013

2. Data visualization workshop, Tim Grobmann and Mario Dobrer, packt publishing ISBN
9781800568112

Reference:

1. Mining ofMassive Datasets, Anand Raiaraman and leffrey D. Ullman, Cambridge
University Press, 2010

2. Data Science llom Scratch, loel Grus, Shroff publisher /O,Reilly publisher Media
3. A handbook for data driven design by Andy krik

1

Textbooks

1. https://nptel.ac.it/covrses/tO6/tOS/ LO67OSO77 /2. htlpst/ /www.oreilly.com/library/view/doing-data-s cience/92g7449363821/tocOl.html
3. http://book.visualisingdata.com/
4. https//uratplotlib.orgl
5. hftps://docs.python.orgl3/tutorial/
6. https://www.tableau.com/

Weblinks and Video Lectures (e-Resources):

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning
Demonstration usi ects

PRINCIPAL
SIET., TUMAKURU



VI Semester

INTRODUCTION TO DATA STRUCTURES

Course Code

Teachi Hours eek L:T:P: 5

CIE Marks
SEE Marks 503:0:0:0

100Total Marks40Total Hours of Ped
03Exam Hours03Credits

CLO 1. Introduce elementary data structures.

CLO 2. Analyze Linear Data Structures: Stack, Queues, Lists

devel ment/Problem Solvi

Course Learning Obiectives

CLO 3. Analyze Non Linear Data Structures: Trees

CLO 4. Assess a ate data structure duri

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer metlod (L) need not to be only a traditional lecture method' but alternative

effective teaching methods could be adoPted to attain the outcomes'

Use ofVideo/Animation to explain functioning ofvarious concepts'

Encourage collaborative (Group Learning) Learning in the class'

art ,i f"itt tftt"" HOT (Higher order Thinking) questions in the class' which promotes

critical thinking.
li"pi p."Ui".'srsed LearninB (PBL), which fosters students' Analytical skills' develop

airiirirrintins tLills such as 6e abiiity to design, evaluate, generalize' and analyze

information rather than simply recall it
6. lntroduce Topics in manifold representations'

7. Show the different ways to solve the same problem with different circuits/logic and

encourage tlle students to come up with their own creative ways to solve them'

Discuss how every co-ncept can be applied to the real world ' and when that's possible' it helps improve

the students' understandinS.

2.
3.
4.

5.

Teaching-Learning Process (General Instructions )

outcomes.
1.

Module-1

Infoducdon:
Introductiontoarrays:one-dimensionalarrays,twodimensionalarrays,initializingtwodimensional
arrays, Multidimensional arraYs.

int oar."ion ,o pointers: Pointer concepts, accessing variables through pointers' Dynamic memory

allocation, pointers applications.
iitaoau*ion ao ,,ructires and unions, Declaring structures, GMng values to members, structure

initi"lir"tior, r.r"y. of structures, nested structure' unions' size of structures'

Textbook 2:Ch 2.1 toz.l3'2.51 ,2 .80 to 2.98
Textbook 1: Ch 8.3 to 8.15,Ch 1?..3 to 12'19

Chalk and board, Active LearningTeaching-Learning
Module-2

Linear Data Structures-Stacks
Introduction, Stack rePresentati
Stack Introduction, Queues-Bas
types, Queue lmplementation, APplications of Queue'

and queues:
,nl"i'f "."ty, 

Sock operations, Stack Implementation' Applications of

ii mn."pt, t-ogi."t rep;esentation of Queues, Queue Operations and its

8.1Textbook 2: Ch 6.1 to 6.14
LearniedBasroP blemrnLea ngabo Activeand n&rd,kChalTeaching'Learning Process

Module-3

LiLi

ListrinkedLStructures-DataLinear rectuati S truReferenfked Selofn L n ist,tiresenta ocaLocBasi repconL ken d St grctiu cept,on trod n,
d st.of kn eica oti NSs arula nkLi ed t,to ci rc ppe em tanans dn m n,ratiokedn List poPeSingly-

PRINCIPAT
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21(:565 I .5()

Process



Textbook 1: Ch 15.1 ,15.3,15.4,15.8
Textbook 2: Ch 9.2.9.5
Teaching-Learning Process :Chalkandboard,ActiveLearning,Problembasedlearning

Module-4
Non Linear Data Structures - Trees
Introduction, Basic concept, Binary Tree and its types, Binary Tree Representation, Binary Tree
Traversal, Binary Search tree, Expression Trees.

Textbook2:Ch 10.1 1o.2,1o.4,1o.6.3
Teaching-Learning Process Chalk& board, Active Learning Problem based learni n8

Module-5
Sorting and Searching
Sorting: Introduction, Bubble sort, Selection sort, Insertion sort
Searching: lntroduction, Linear search, Binary search.

Textbookl: Ch 17 ,1,17.2.2, t7 .2.4, t7.3.t,t7 ,f .z
Textbook2: Ch 11,l.,l7.2,l1.3,tt.1,aLto.t,tt,70,z
Teaching-Learning Process Chalk and board, Activ€ Learnin& Problem based lea rnlng
Course Outcomes
At t}|e end ofthe course the student will be able to:

CO 1. Express the fundamentals ofstatic and dynamic data suucture
Summarize tJre various qDes ofdata structure with their operations.
Interpret various searching and sorting techniques.

CO 4. Choose appropriate data structure in problem solving.
lem solforalevel laCO 5. Develo all data structures in a

co 2.
co 3.

Assessment Details (both CIE and SEE)
The weightage ofContinuous Internal Evaluation (CtE) is 5096 and for Semester End Exam (SEE) is S0%.
The minimum passing mark for the cIE is 40% ofthe maximum marks (20 marks). A student shall be
deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/
course if the student secures not less than 35% (18 Marks out of 50) in the semester-end examination
[sEE), and a minimum of 40% (ao marks out of 100) in the sum total of the clE fContinuous Internal
Evaluationl and SEE (Semester End Examination) taken together
Continuous lnternal Evaluation:
Three Unit Tests each of20 MarlG (duration 01 hour)

1. First test at the end of5t week ofthe semester
2. Second test at t]Ie end ofthe 10rr' week ofthe semester
3. Third test at the end ofthe lsth week ofthe semester

Twoassignments each of 10 Marks
4. First assignment at the end of4u, week ofthe semester
5. Second assignmentat the end ofgth week ofthe semester

Group discussion/seminar/quiz any one ofthree suitably planned to attain the cos and pos for 20
Marks (duration O1 hours)

6. At the end ofthe 13t week ofthe semester
The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks
and will be scaled down to 5O marks
(to have less stressed crE, the portion ofthe syllabus should not be common /repeated for any ofthe
methods ofthe clE. Each method ofcrE should have a different syllabus portion ofthe course).
cIE methods /question paper has to be designed to attain the different levels of Btoomt
taxonomy as per the outcome deoned for the course.
Semester End Examination:

Textbooklr Ch 16.1,16.2

\n*,* [r--#'



Theory SEE will be conducted by University as Per the scheduled timetable, with common question

papers for the subiect [duration 03 hours)
1. 'fhe question paper will have ten questions. !:ach question is set for 20 tnarks M;rrks scored

shall be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each ofthe two questions under a rnodule (with a

maximum of3 sub'questions), should have a mix oftopics underthat module'

The studens have to answer 5 full questions, selecting one full question from each module

suggested Learning Resources:

Textbooks
1. C Programming and data structures, E Balaguruswamy 46 Edition' 2007' McGraw Hill

2. Systeiratic app-roach to Data structures usi;g C, A M Padma Reddy' TsEdition 2007' Sri Nandi

Publications.
References

1. Ellis Horowitz and Sartaj Sahni, Fundamentals of Data Structures in C' 2nd Ed' Universities

Data Structures Schaum's Outtines, Revised 1sr McGraw H
Press,2014.

201,4.
our Li2.

1.

2.

3.

4.

5.

6.

Weblinks and Video Lectures (e-Resources )r

(Suggested leaBased rningPracticalCIassnvities )ActiBased LearningActivity
structuresdatar n linearoLinea /Nects usrngson titra on developedDem prol

PRINCIPAL
SIET.. TUMAKURU

https: //www.youtube.com/watch?v=DFpWCl 49i0

https://www.youtube.com /watch?v=x7t -ULoAZM

https: //www.youtube.com/watch?v=l 3 TkGX-nZEI

https:/ /www.youtube.com /watch?v=XuCbpw6 Bi 1 U
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Vl Semester

Course Code
INTRODUCTION T() DATABASE MANAGEMENT SYSTEMS

CIE Marks
Teachin Hours Week L:T:P: 3:0:0:0

40
SEE Marks

50
50
100

PRINCIPAL
SIET., TUMAKURU

Total Hours of Pe Total Marks
Credits 03 Exam Hours 03
Course Learning Obiectives

CLO 1. Understand the basic concepts and the applications ofdatabase systems.
CLO 2. Understand tJre relational database design principles.
CLO 3. Master the basics of SQL and construct queries using SeL.

control.CLO 4. Familiar with the basic issues oftransaction rocesst and concurren
Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method (L) need not be only a traditional lecture method, but alternative
effective teaching methods could be adopted to attain the outcomes.
Use of Video/Animation to explain the functioning ofvarious concepts.
Encourage collaborative (Group Learning) Learning in the class.
Ask at least three HOT (Higher order Thinking) questions in the class, which promotes
critical thinking.
Adopt Problem Based Learning (pBL), which fosters students' Anall.tical skills, develops
design thinking skills such as the ability to design, evaluate, generaiize, and analyze
information rather than simply recall it
lntroduce Topics in manifold representations.

2

3
4

5

6.
7.

8.

rstandi

hows eth fferedi nt to SO ve eth esam blem thways di ctfferent tSrcur na dpro /lo8tc
COcn u eth denstu tots mco ue thrage th rel own creative solp them.veways

rscuD hss ow co nca be toevery real tdwor andncept applied rhwhen a s sS bl tpo
eh s m studthe ne ts u nd e

outcomes.
1.

Module-1

OveMew of Database Languages and Architectures: Data Models, Schema, and Instances. Three
schema
architecture and data independence, database languages, and interface, The Database System
enYironment.

co,ceptual Data Modefling using Entities and Rerationships: Entity types, Entity sets, attributes,
roles, and structural constraints, Weak entity types, ER diagrams,Examplli

lntroduction to Databasesi lntroduction, Characteristi
the DBMS approach, History ofdatabase applications.

cs ofdatabase approach, Advantages ofusing

Textbook 1: Ch 1.1 to 1.8,2.1 to 2.6,3.1 to 3.7
Teaching-Learning process rd,Chalk an bd oa veActi Learn P ro embl Ibased earntnlng,

Module-2

tions,
latiRe ona Mo Cdel nco tiRela no alts, M elod Coep nstrain ats relnd a tio an talda base

cS eh ma U tedas, o rae tra ctionsap p deand wins, constrath nt lativio Sonling

1 5h to1 35 18. 8.to 5 9

to
the

Relational Algebra: Relational algebra: introduction, selection and proiection, set operations,
renaming loins, Division, syntax, semantics. Operators, grouping and 

'ungrouping 
relational

comparison, Examples ofQueries in relational algebra.

Mapping conceptual Design into a Logical Design: Relational Database Design using ER-to-Relational
mapping.

Model: Relational

Textbook



Teaching-Learning Process
Module-3

SQL;SQL data definition and data types , sp".irying constraints in SQL, retrieval queries in SQL, INSERT'

DELETE, and UPDATE staternents in SQ L, Additional features of SQI

AdvancesQueries:MorecomplexSQLretrievalqueries,Specifyingconstraintsasassertionsandaction
triggers, Views in SQL, Schema change statements in SQlDatabase

Textbook 1: Ch 6.1 to 6.5 7.1to 7 Textbook 2: 6.1 to 6.6

PRINa'oAL
SlE.l. rt *anu..ur

board, straon ontifnla DemlebasedbPro emIaCh alk ndTeaching'Learning Process
Module-4

Normalizationr Database Design Theory - Introduction to Normal izati,on using Functional and

MultiraluedDependencies:lnformaldesignguidelinesforrelationschema'FunctionalDependencies'
Normal Forms based on Primary Keys, Second and Third Normal Forms' Boyce-Codd Normal Form'

MultivaluedDependencyandFourthNormalForm,|oinDependenciesandFifthNormalFornExamples
on nornal forms.

Tocttook 1: Gh 14.1 to -14'7, 1S.1 to 15'6

Teaching'Learning Process Chalk& board, Problem based learning

Module-5

t d concu rrency Contro I Transactio n managem en t: AC I D p ro perties
Transaction managemen an

serializability and concurrency control, Lock based concurrency contro

stamping methods, optimistic methods, database recovery managemenl

I (2 PL, Deadlocks) Time

Textbook 1: Ch 2O.l to ZO.6'2L,Lto Z1'7i

Teaching- Learning Process Chalk and board, MOOC

Course Outcomes
At the end ofthe course the student will be able to:

CO 1. Identiry, analyze and define database obiects' enforce integrity constraints on a database using

RDBMS
CO 2. Use Structured Query Language [SQL) for database manipulation'

Co Des ign and bu Id SI N'Ip Ie databa Se systems

Co 4 Devel a Ication to nteract with databases.

Continuous Intenral Evaluation:

Three Unit Tests each of 20 Marks (duration 01 hour)

1. First test at the end of 5'h week ofthe semester

2. Second test at the end ofthe 1Os week ofthe semester

3. Third test at ttle end ofthe 15s week ofthe semester

Two assignments each of 10 Marks

4. First assignment at the end of4d week ofthe semester

5. Second assignment at the end ofgd week ofthe semester

Group discussion/Seminar/quiz any one ofthree suitably planned to attain the Cos and POs for 20

6. At the end ofthe 13$ week ofthe semester

ti
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The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks
and will be scaled down to 50 marks
(to have less stressed ClE, the portion ofthe syllabus should not be common /repeated for any ofthe
methods ofthe ClE. Each nrethod ofClEshouldhavea differeni si.llibus porrion ofthecourse).
CIE methods /question paper has to be designed to attair the different levels of Bloom's
taxonomy as per the outcome defined for tle course.
Semester End Examination:
Theory SEE will be conducted by University as per the scheduled timetable, with common question
papers for the subject (duration 03 hours)

1' The question paPer will have ten questions. Each question is set for 20 marks. Marks scored
shall be proportionally reduced to 50 marks

2. There will be 2 questions fiom each module. Each of the.two questions under a module [with a
maximum of3 sub-questions), should have a mix oftopics under that module.

The students have to answer 5 full questions, selecti ng one full question from each module
Suggested Learning Resources:

1. Fundamentals ofDatabase Systems, RamezElmasri and shamkant B. Navathe, Tth Edition,
2077,
Pearson.

2. Database management systems, Ramakrishnan, and Gehrke,3rd Edition,2014, Mccraw Hill

Textbooks

1. https://www.voutube.com/watch?v=3EIlovevfcA
2- httpsi//www.youtube.com/watch?v=gTwMRs3gTcU
3. https://www.voutube.com/watch?v=ZWl0Xow304t
4. https://www.youtube.com/watch?v=4yilEikNprQ
5. https://wwwJoutube-com/watch?v=CZTkgMoqVss
6. https://www.youtube.com/watch?v=Hl4NZBlXRqc
7. https://www.youtube.com/watch?v=EGEwkad llA
8. https://wwwvoutube.com/watch?v=tShsVglClrU

Weblinks and Video Lectures (e-Resources):

uggested Activities in Class)/ practical Based learning
Real world protrlem solving: Deveroping and demonstration of moders / projects based on DBMs
application

Activity Based Learnirg [S

PRINCIPAL
SIEI, TUMAKURU
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Vl Semester

INTRODUCTION TO CYBER SECURITY

Course Code

Teachin Hours Week L:T:P: S 3:0:0:0
2l(:s6;3

SEE Marks
50
50
100Total Marks40Total Hours ofP
03Exam Hours03Credits

course Learning Obiectives
CLO 1. To familiarize cybercrime terminologies and ACTs

CLO 2. Understilnding cybercrime in mobiles and wireless devices along with the tools for

Cybercrime and Prevention
CLO 3. Understand the motive and causes for cybercrime, cybercriminals' and investigators

CLo4.Understandingcriminalcaseandevidence,detectionstandingcriminalcaseand
evidence.

ThesearesampleStrategies,whichteacherscanusetoacceleratet]reattainmentofthevariouscourse

Lecturer method (L) need not to be only a traditional lecture method' but alternative

effective teaching methods could be adopted to attain t}le outcomes'

Use ofVideo/Animation to explain functioning ofvarious concepts'

Encourage collaborative (Group Learning) Learning in the class'

Ask at lelst three HOT (Higher order Thinking) questions in the class' lvhich promotes

critical thinking.
eirpi pi"Ui". S"sed Learning (PBL), which fosters students' Analytical skills' develop

a"ri'giiirirxi"g tf,irls such as tle ability to design, evaluate' generalize' and analyze

information rather than simply recall iL
lntroduce Topics in manifold representations'
iio*,n" ain"."n, ways to solve the same problem with different circuits/logic and

encourage the students to come up with their own creative ways to solve them'

Oir.-utt f,.* 
"r".y 

concept can be applied to tlte real world - and when that's possible' it
the students' undetmhel

2.
3.
4.

5.

6.

7.

8.

Teaching-Learning Process (General Instructions)

outcomes.
1.

Module-1

tntroduction to Cybercrime;

Cvbercrime: Definition and Origins ofthe word, Cybercrime and lnformation Security' who are

Cybercriminals? Classifi cations of Cybercrimes'

Cybercrime: The Legal Perspectives,

Cybercrimes: An Indian Perspective, Cybercrime and the Indian ITA 2000'

Textbookl:Ch1 1.1 to
Chalk and board, Active LearningTeaching -Learning Process

Module-2

Cyber offenses:
HowcriminalsPlanThem:tntroduction,HowCriminalsPlantieAttacks,SocialEngineering,Cyber
stalking Cybercafe and Cybercrimes.

Botnets: The Fuel for Cybercrime, Attack Vector

Textbookl: Ch2 Ito2.
Chatk and board, Active LearningTeaching-Learning Process

Module-3

Cybercrime
vi

sh n?e rS Phdt1 nonrSrye aPro eSntrod ymuctio n,ed n xysUdan ethodsMoolsT
oorseso nda Backd rs,Ha naru5 nd orms,andloracC kiasswordP
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Steganography, DoS and DDoS Attacks, Attacks on Wireless Networks.

Textbookl: Ch4 4.1to 4.9,4.12
Teaching-Learning Process (llrllk anil board, Case studies

Understanding tfre people on the scenei Introduction, understanding cyber criminals, understanding
cyber victims, understanding cyber investigators.

The Computer lnvestigation processi investigating computer crime.

understanding cybercrime Prevention: understanding Network security concepts, understanding
Basic Cryptography Concepts, Making the Most of Hardware and Software Security

Textbook Z:Ch3,Ch 4, Ch 7.

PRINCIPAL
SIEI., TUMAKURU

Teaching-Learning Process Chalk& board, Case studies
Module-5

ues: Security Auditing and Log Firewall Logs, Reports, Alarms, and
ection Systems, Understanding E-Mail Headers Tracing a Domain

collecting and preserving digital Evidence: lntroduction, understanding the role of evidence in a
criminal case, collecting digital evidence, preserving digital evidence, recovering digital evidence,
documenting evidence.

TextBook 2:Ch 9, Ch 10.

Cybercrime Detection Techniq
AIerts, Commercial Intrusion Det
Name or lP Address.

Teaching-Learning Process Chalk and board, Case studies

At the end of the course the student will be able to;
CO 1, Describe the cyber crime terminologies
CO 2. Analyze cybercrime in mobiles and wireless devices along with the tools for Cybercrime and

prevention
CO 3. Analyze the motive and causes for cybercrimg cybercriminals, and investigators
Co 4. Apply the methods for understanding criminal case and evidencg detectio-n standing criminal

case and evidence.

Course Outcomes

The weightage ofcontinuous Internal Evaluation (clE) is 5096 and for semester End Exam (sEE) is s0%.
The minimum passing mark for the crE is 40% ofthe maximum marks {20 marks). A studenishal be
deemed to have satisfied the academic requir€ments and earned the credits allotted to each subiect/
course if the student secures not less than 35% (18 Marks out of50) in the semester-end examination
(SEE), and a minimum of 4096 (40 marks out of 100) in the sum total of the CIE (continuous Internal
Evaluationl and SEE (Semester End Examination) taken together
Continuous lnternal Evaluation:
Three Unit Tests each of20 Mar*s (duration 01 hour)

1. First test at the end of 5t week ofthe semester
2. Second test at the end ofthe lorh week of the semester
3. Third test at the end ofthe 15rh week oftle semester

Two assignments each of 1O Marks
4. First assignment at the end of4t week ofthe semester
5. Second assignment at the end of96 week ofthe semester

Group discussion/seminar/quiz any one ofthree suitably planned to attain the cos and pos for 2o
Marks (duration O1 hours)

6. At the end ofthe 136 week oft-lre semester
The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

Assessment Details (both CIE and SEE)

and will be scaled down to 50 marks

Module-4



(to have less stressed ClE, the portion ofthe syllabus shou ld not be common /repeated for any of the

methods ofthe clE. Each method ofclE should have a different syllabus portion ofthe course)'

ctE methods /question paper has to be desiSned to attain the different levels of Bloom's

taxonomy as per the outcome defined for the course.

Semester End Examination:
Theory sEE will be conducted by university as per the scheduled timetable, with common question

papers for the subrect (duration 03 hours)
1. The question paper will have ten questions' Each question is set for 20 marks' Marks scored

shall be proportionally reduced to 50 marks

2'Therewillbe2questionsfromeachmodule.Eachofthetwoquestionsunderamodule(witha
maximum of3 sub-questions), should have a mix oftopics under that module'

The students have to anslr,er 5 full questions, selecting one full question from each module

Suggested Learning Resources:

Textbooks
1. SunitBelapure and Nina Godbole, "Cyber Security: Under,standing Cyber Crimes' Computer

Forensics And Legal Perspectives", Wiley India Pvt Ltd' ISBN: 978-81- 2 65-21797 ' 2013

2. Debra Little John Shinder and Michael Cross, "Scene of the cybercrime"' znd edition' Slmgress

publishing lnc, Elsevier Inc, 2008

Reference Books:
1. Robert M Slade, "Software Forensics", Tata Mccraw Hitl' New Delhi' 2005'

i. g"r.trd"tt" H Schell, Clemens Martin, "Cybercrime"' ABC - CLIO Inc' California' 2004'

i. llelson phittips and EnfingerSteuart, "Computer Forensics and lnvestigations"' Cengage

Learning New Delhi, 2009'
4. Kevin Mandia, chris Prosise, Matt Pepe, "lncident Response and computer Forensics"' Tata

McGraw -Hill, New Delhi, 2006'

1.

2.

3.

Weblinks and Video Lectures (e-Resources):

)/ Practical Based learningActivities in ClassActivity Based Learning (Suggested

Real world Problem solving: Demonstration ofProi ects related to Cyber security.

PRINCIPAT
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VI Semester

Course Code 1 z1cs654
Teachi Hotrrs eek L:T:P: S 3:0:0:0

PROCRAMMING I N JAVA

SEE Marks
50

100Total Hours of Peda o 40 Total Marks
Credits 03 Exam Hours 03
Course Learning Obiectives

CLO 1. Learn fundamental features of object oriented language and IAVA
CLO 2. To create, debug and run simple fava programs.
CLO 3. Learn obiect oriented concepts using programming examples.
CL0 4. Study the concepts of importing of packages and exception handling mechanism.

es with Object OrientedHandli exam ts.CLO 5. Discuss the
Teaching-Learning Process (General lnstructions)

These are sample Strate8ies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method (L) need not to be only a traditional lecture metlod, but alternative
effective teaching methods could be adopted to attain the outcomes.
Use ofVideo/Animation to explain functioning ofvarious concepts.
Encourage collaborative (Group Learning) Learning in the class.
Ask at least t}lree HOT [Higher order Thinking) questions in the clas, which promotes
critical thinking.
Adopt Problem Based Learning (PBL), which fosters students,Anaftical skills, develop
design thinking skills such as the ability to design, evaluatq generaiizq and anallze
information ratler than simply recall it
lntroduce Topics in manifold representadons.

2.
3.

4.

5.

6.
7. howS dthe fferent a solto th same e lemb rhys ffedi clrent rcupro its ac ndogi/l

coen u studthe toents ecom urage thwi eth r own crea vetip to vesol them.ways
lscuD Ss how oc n cat n b ae ied thto eevery rea wor d ancep d thahen t'pp s ossi b ep
elh s nl rove eth studentsp p understand lng.

outcomes
1

Module-1

An Overview oflava: Obrect-Oriented progra
Two Control Statements, Using Blocks ofCode

mming, A First Simple Program, A Second Short program,
, Lexical Issues, The Java Class Libraries.

Data.Types, variables, and Arrays: Java Is a strongry Typed Language The primitive Types, rnregers,
Floating-Point Types, characters, Booleans, A ctosei Loo[ at Lite;ls, variables, rype conversionina
Castin& Automatic Type promotion in Expressions, Arrays, A Few Words About Strings

Textbook 1:Ch 2 ch 3.
Teaching-Learning Process Chalk and board, Problem based learni ng.

Module-2
Operators: Arithmetic Operators, The
Operators, The Assignment Operator, The

Relational Operators, Boolean Logical
r Precedence, Using Parentheses,

Control Statements: lava's Selection Statements, Iteration Statements, Jump Statements.

Textbook 1:Ch 4 5.

Bitwise Operators,
? Operator, Operato

Teaching-Learning Process Chalk nd ob a Acti Learnrd, emD o nstra ntioing,

Module-3

Varia
ectio

ntrod Classes: Classucing Declari bo ects, ob ect Refeng rence bl es,
n dtro uct nstruCo ctors The lsthng rd, Co TKeywo eh nalnn, M oethze( d,

Stack CI sa s.

PRINCIPAL
SIET., TUMAKUIiU
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Fundamentals, Assigning
Methods, Garbage )



A Closer Look at Methods and Classes: Overloading Methods, Using Objects as Parameters, A Closer

Look at Argument Passing, Returning objects, Recursion, lntroducing Access control, understanding

static, lntr;ucing final, Arrays Revisited. lnheritance: lnheritance, Using super, Creating a Multilevel

Hierarchy, When Constructors Are Cilled. Method Overriding

Textbook 1: Ch 6 ch 7.1-7.9,Ch 8.1-8.s
Chalk and board, Problem based learning, DemonstrationTeaching-Learning Process

Module-4

Packages and Interfaces: Packages, Access Protection, lmporting

Exception Handling: Exception-Handling Fundamentals, Exception Types, Uncaught Exceptionl Uling

try and catch, t'tulti'ple caich Clauses, N;sted try Statements, throw, throws' finally' lava's Built-in

Eiceptions, Creating Your Own Exception Subclasses, Chained Exceptions' Using ExcePtions

Chalk& board, Probtem based learning Demonsha tion
Textbook 1: Ch 9 10.

Packages. lnterfaces

Teaching-Learning Process

String Handling: The String Constructors, String Length, Special String OPerations' Character

E*t.u-.1lon, st.in[Comparison, Searching Strings, Mo-diffinga String Data conversion Using valueof( J'
-t 

"nging 
it 

" 
cri of Characters Withtn a"strinf, adaitionafstring Methods, StringBuffer, StringBuilder.

15.
no strationDemeaI rnlbasedleml) n&Probhalc ak nd oard,

Textbook 1: Ch 12.1,12.2
Teaching-Learning Process

Enumerations :Enumerations, Type Wrappers.

Module-5

Course Outcomes
At the end ofthe course the student will be able to:

ncepts

OOP principles and proper progEm structuring'
CO 1. Develop JAVA Programs usrng

kages, inheritance and interface.
CO 2. Develop JAVA program usingpac

using exception handlingent error handling techniques
CO 3. Develop IAVA programs to implem

usins IAVA-handling cote stringCO 4. Demonstra

Continuous tnternal Evaluation:

Three Unit Tests each of 2O Marks (duration 01 hourJ

1. First test at the end of 5th week of the semester

2. Second test at the end ofthe Lod week ofthe semester

3. Third test at the end ofthe 15th week ofthe semester

Two assignments each of 10 Marks

4. First assignment at the end of4th week ofthe semester

5. Second assignment at the end ofgd week of t}le semester

Croup discussion/Seminar/quiz any one ofthree suitably planned to attain the Cos and POs for 2o

Marks (duration 01 hours)
6. At the end of the 13d week ofthe semester

The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

credi
ti

andclEDetails sEE)tAssessmen (both
ls Oo/o.Exam ESndEeSem E)sterforand5is 0o/oa u natio ctEnternal ( E)nuousfo nCo tiThe tageweigh tn bestuA edam ksrrksma 2 0um nl )fo he maxl tE 40 o/other Cn rkma foeTh cpassl

chea uSo edtt toal ecl/bitsde erhend rnaamentsretheshave requatisfiedee ednl tod
na onne examdCS erthtn Se emoutMarks1 8S5 ntha 3 o/onot eten secures (f stuthe dttco rse

sou uCIC E ontinCoftal thtothe tlntou fo 001marks+f )ln um o 0o/omdan maE)ISE
retakendEn togethterEs E Semesual oati nEv ()

and will be scaled down to s0 marks

[to have less stressed ClE, the portion ofthe s

methods ofthe ClE. Each method ofClE shou

yllabus should not be common /
Id have a different sYllatrus Porti

repeated for anY ofthe
on ofthe course).

\t*.* 0-r*--
PRINCIPAI
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CIE methods /question paper has to be designed to attain the different levels of Bloom's
taxonomy as per the outcome delined for the course.
Semester End Examination :

Theory SEE will be condircted by tinrversiry as per the scheduled tultetrl)le \\'jt5 conmon question
papers for the subrect (duration O3 hours)

1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored
shall be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each of the two questions under a module (with a
maximum of3 sub-questions), should have a mix oftopics under that module

The students have to answer 5 full questions, selecting one full question from each module

\^*,- G--
,,s:Juf;r,th,

Suggested Learning Resources..

1. Herbert Schildg lava The Complete Reference, 7th Edition, Tata Mccraw Hill, 2007. (Chapters
2, 3, 4, 5, 6,7, A, 9,1,O, 12,t5)

Reference Books;
1. Mahesh Bhave and Sunil Patekar, "programming with Java,,, First Edition, pearson

Education,2008, ISBN:9788131720806.
2. Rajkumar Buyya,SThamarasiselvi, xingchen chu, Obiect oriented programming with java, Tata

Mccraw Hill education private limited.
3. E Balagurusamy, Programming with .Java A primer, Tata Mccraw Hill companies.

2017.PAhead, Oxford UniversiAVA Onea,4. Anita Seth and B L une

Textbooks

Weblinks and Video Lectures (e-Resources):

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning
Real world problem solving: Demonstration of proiects developed using fAVA

)



VI Semester

COMPUTER GRAPH ICS AND IMAGE PROCESSING LABORATORY

Corrrse Code
Teachin Horrrs eek L:T:P: S

CIE Marks
SEE Marks

24
-_l 

:t5
50

0

100Total MarksTotal Hours of Ped
03Exam Hours1Credits

Course objectives:
CLO 1: Demonstrate the use of Open GL.

CLO 2: Demonstrate the difierent geometric obiect drawing using opencl

CLO 3: Demonstration of2D/3D transformation on simple obiects'

CLO 4: Demonstration oflighting effects on the created objects'
si oCLO 5: Demonstration of I s.on

PractiseSl. No.
Installation ofOpenGL /OpenCV/ Python and

Simple programs using OpencL (Drawing sim
required headers
ple geometric object like line, circle,

Sim le
rectangle, square)

snonanloms

List of problems for which student should develop program and execute in the
PART A

n eutechs ne draenham rqBreslina usledrawtoa ngoDevel p program1
oD ectrhon 2eometric bjslba cnstrate perationsdemoro 8eotoo aevelD p Sramp2.

3e obDoNS thn jectc etricmtenstra basidemo operatiotoa geoloDeve p rogramp3
ectson basictionsformaD2 tran ob,onstratedemtoaDevelo progl:lmp4

D3 o ectsationrm ontransfo biD3demonstratetoa rooDevel p gramp5.
pletion on slmoma biects.effectsAte nnstrademotoaD programevelop

Write a Program to read a digital image. Split and disPlaY image into 4 quadrants, uP, down,

t and left7

Write anonlatitrans onand image.cashows rotation.to nga rogrampB.

Read an image and extract a l,ow-level features such as edges, textures using

filtering techniques.

nd display
9

an5murbl rma8e.andto oothingte a p rogram10.

Write a progra m to contour an image.11
aln nfacea sdetect magetoro amrl ate p72.

PART B

Practical Based

Detection of Drowsy Driver in Real-Time

Recognition of Handwriting by lmage Processing

Detection of Kidney Stone
Verification of Signature
Compression of Color lmage

Classifi cation of Image Category

Detection of Skin Cancer

Marking System ofAttendance using Image Processing

Detection of Liver Tumor
IRIS Segmentation
Detection of Skin Disease and / or Plant Disease

Biometric Sensing System .

pr.i".srt,ftl.f, f,"lps to fo.-ers to understand the present developments in

Student
examina

ture.

Face

bIa rao tothn etetra rydebe monsho5 uldand tnmlatd jectproshou develop
tedlml to:nis otitandrea listedof theti Somon, proiects

ProcessinthrouPlatentio fo rcenseL mageghRecognr
meTiReaotioEm innofo oti necR gnr

\n^-"- qr*--,,
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, Proiects which helps high school/college students to understand the scientific
problems.

z Simulation projects which ltelps to understand innovations iD science and
technology

Course Outcome (Course Skill Set)
At the end ofthe course the student will be able to:

C04:A the concepts to Develo

CO 1: Use opencL /OpenCV for the development of mini Proiects.
CO 2: Analyze the necessity mathematics and design required to demonstrate basic geometric
transformation techniques.
C0 3: Demonstrate the ability to design and develop input interactive techniques.

user friendly a lications using Graphics and lP concepts.
Assessment Details (both CIE and SEE)

The weightage of continuous lnternal Evaluation (clE) is so% and for semester End Exam (sEE) is
50o/o' The minimum passing mark for the clE is 40olo of the maximum marks (20 marks). A student
shall be deemed to have satisfied the academic requirements and earned the credits allotted to each
course. The student has to secure not less than 35yo (19 Marks out of 50) in the semester-end
examination (SEE).

Continuous Internal Evaluation [ClE):

CtE marks for the practical course is SO Marks.

The split-up ofClE marks for record/ journal and test are in the ratio 60:40.

' Each experiment to be evaluated for conduction with observation sheet and record write-up.
Rubrics for the evaluation ofthe iournal/write-up for hardware/software experiments designed
by the faculty who is handling the laboratory session and is made known to students at the
beginning of t}e practical session-

o Record should contain all the specified experiments in the syllabus and each experiment write-
up will be evaluated for 10 marks.

o Total marks scored by the students are scared downed to 30 marks (60% of maximum marksJ.. Weightage to be given for neatness and submission of record/write_up on time.

' Department shall conduct 02 tests for 100 marks, the first test shall be conducted after the grh
week ofthe semester and the second test shall be conducted after the 14ft week ofthe semester.

' ln each tesq test write-up, conduction of experimenq acceptable result, and procedural
knowledge will carry a weightage of60% and the rest4096 for viva-voce.

' The suitable rubrics can be designed to evaluate each student's performance and learning ability.
Rubrics suggested in Annexure-ll ofRegulation book

. The average of 02 tess is scaled down to 20 marks (40% of the maximum marks).
The Sum ofscaled-down marks scored in the report write-up/ournal and average marks of two
tests is the total CIE marks scored by the student.

SEE marks for the practical course is 50 Marks.
SEE shall be conducted lointly by the two examiners of the same institutg examiners are
appointed by the University
All laboratory experiments are to be included for practical examination.
(Rubrics) Breakup ofmarks and the instructions printed on the cover page ofthe answer script
to-be strictly adhered to by the examiners. oR based on the course requirement evaluation
rubrics shall be decided lointly by examiners.

n (experiment) from the questions lot prepared by the internal

Semester End Eyaluation (SEE):

Students can pick one questio

/external examiners jointly.

PRINCIPAL
SIEI., TUMAKUIIU
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2. There will be 2 questions from each module. Each ofthe two questions under a module (with a

maximum of3 sub-questions), should have a mix oftopics under that module.

The students have to answer 5 full questions, selecting one full question from each module

Textbooks
1. lntroducing Data Science, Davy Cielen. Arno D. B. Meysman and Mohamed Ali,Manning

Publications, 2016.
Reference Books

1. Doing Data Science, Straight Talk from the Frontline, Cathy O'Neil, Rachel Schutt, o'Reilly, lst
edition,2013.

2. Mining of Massive Datasets, Iure Leskovec, Anand Raiaraman, Jeffrey David Ullman, Cambridge
University Press, 2nd edition, 2014

3. An Introduction to Statistical Learning: with Applications in & Gareth James, Daniela Witten,
Trevor Hastie, Robert Tibshirani, Springer, lst edition, 2013

4. Think Like a Data Scientist, Brian Go , Manni Publications,20lT

https://www.simplilearn.com/tutorials/data-science-tutorial/what-is-data-science
https://www.youtube.com /watch?v=N6BshzuFLIg

1,

2

3

4 https://www.voutube.com /watch?v=ua-CiDNNi30

Weblinks and Video Lectures (e-Resources):

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning

Reat world problem solving using Data science techniques and demonstration of data visualization

methods with the help ofsuitable proiect,

\n*r* ts**



Teaching-Learning Process Chalk and board, Active LearninS, PPT Based presentation, Video

Module-4

VTSUALIZATION-l ntroduction to d ita visualization - Data visualizatjon options - Filters - MapReduce

Dashboard development tools.

Textbook l: Ch 9

Chalk and board Active Learnin& PPT Based presentation,

MOOC

Teaching-Learning Process

Module-5

CASE STUDIES Distributing data storage and processing with frameworks - Case study: e.g, Assessing

risk when lending money.

Textbook 1: Ch 5.1, 5.2
Chalk and board, Active Learnin& PPT Based presentation, VideoTeaching-Learning Process

Course outcomes
At the end ofthe course the student will be able to:

CO 1. Describe the data science terminologies
CO 2. Apply the Data Science process on real time scenario.
CO 3. Analfze data visualization tools
CO 4. Apply Data storage and processing with frameworks

Assessment Details (both CIE and SEE)

The weightage ofContinuous Internal Evaluation (ClE) is 5096 and for Semester End Exam (SEE) is 507o.

The minimum passing mark for the CIE is 40% ofthe maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/
course if tlre student secures not less than 35% (18 Marks out of 501 in thd semester-end examination
(SEE), and a minimum of 4096 (40 marks out of 100) in the sum total of tlle CIE (Continuous Internal
Evaluation) and SEE (Semester End Examination) taken together
C,otrtinuous lnternal Evaluation:
Three Unit Tests each of 20 Marks (dumtion 01 hour)

1. First test at t}le end of5s week ofthe semester

2. Second test at the end ofthe 10ft week ofthe semester

3. Third test at the end ofthe 156 week oftlle semester
Two assignments each of 10 Marks

4. First assignment at the end of 4s week ofthe semester
5. Second assignment at the end of9d week ofthe semester

Group discussion/Seminar/quiz any one ofthree suitably planned to attain the COs and POs for 20
Marks (duration 01 hours)

6. At the end ofthe 136 week ofthe semester
The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 mark
and will be scaled dowr to SO marks
(to have less stressed ClE, the portion ofthe sy'labus should not be common /repeated for any ofthe
methods ofthe ClE. Each method ofCIE should have a different syllabus portion ofthe course).

CIE methods /question paper has to be desifped to attain t]e different levels of Bloom's
taxonomy as per ttre outcome defined for tte course.
Semester End Examination:
Theory SEE will be conducted by University as per the scheduled timetable, with common question
papers for the subiect (duration 03 hours)

1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored
shall be proportionally reduced to 50 marks

PRINCIPAI



Vll Semester

INTRODUCTION TO DATA SCIENCE
Course Code

Teachin HoLr s '
Total Hours o[ Peda

ffi 50
L:T:P: S 3:0:0:0 SEE Marks

Total Marks
50
10040
0303 Exam HoursCredits

CLO 1. To provide a foundation in data Science terminologies
CLO 2. To familiarize data science process and steps

CLO 3. To Demonstrate the data visualization tools
Iications.CLO 4. To anal in real time athe data science licabili

Course Learning Obiectives

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method (L) need not to be only a traditional lecture method, but alternative

effective teaching methods could be adopted to attain the outcomes'

Use of Video/Animation to explain functioning ofvarious concepts.

Encourage collaborative (Group Learning) Learning in the class.

Ask at least three HOT (Higher order Thinking) questions in the class, which promotes

critical thinking.
Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop

design thinking skills such as the ability to design, evaluate, generalize, and anal)ze

information ratler than simply recall it
Introduce Topics in manifold representations.

Show the different ways to solve the same problem with different circuits/logic and

encourage the students to come up with their own creative ways to solve them'

Discrss how every concept can be applied to the real world - and when that's possible, it

2.

3.

4.

5.

6.

7.

8.

helps improve the students' understanding.

outcomes.

1.

Module-1

PREPARING AND GATHERING DATA AND KNOWLEDGE

Philosophies ofdata science - Data science in a big data world - Benefits and uses ofdata science and big

data - flcs of data: Structured data, Unstructured data, Natural Language, Machine generated data,

Audio, Image and video streaming data - The Big data Eco system: Distributed file system, Distributed
programming framework, Data lntegration frame work, Machine learning Framework, N.SQL

Datlbases, Siheduling tools, Benchmirking Tools, System Deployment, Service programming and

Security.

Textbook 1: Ch 1.1 to 1.4
Chalk and board, Active Learning PPT Based presentationTeachinE-Learning Process

Module-2

THE DATA SCIENCE PROCESS-Overview of the data science process-

creating project charter, retrieving data, cleansing, integratinS and transforming data, exploratory data

anatysii,-Build the models, presenting findings and building application on top ofthem'

Textbook 1: z

defining research goals and

Chalk and board, Active Learnin& PPT Based presentationTeaching-Learning Process
Module-3

Modeling Process - Training
learning Algorithm : Supervi

Textbook 1: Ch 3.1 to 3,3

INtn lneach learnce-en oolsT edusmiea dan sta cl tng-machfor neAHINMAC E ngpplication
chinen5 maofn o ebs rvatiom el Pred ctinodmodel lidaa Typesting

ms.rithearn ansU isedthrl stnsed ea rn n a gongupervc lgo
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SIET.. TUMAKURU

LEARNING:



2. There will be 2 questions from each module. Each ofthe two questions under a

maximum of 3 sub-questions), should have a mix of topics under that module.
module (with a

The students have to ans\r'rr 5 full questions. selecting oDe full question from each module

Textbooks
1. Douglas Eadline,"Hadoop 2 Quick-Start Guide: Learn the Essentials of Big DataComputing in

the Apache Hadoop 2 Ecosystem", 1'rEdi6on, Pearson Education,2016.
2. Anil "Data 1*Edition, McGraw Hill 77

PRINCIPAL
SIET.. TUMAKURU

Weblinks and Video Lectures (e-Resources):
1. https://nptel.ac.inlcourses/106/104/106104189/
2. https://www.youtube.com/watch?v=mNP44rZYiAU
3. https://www.youtube.com/watch?v=qr awoSvz0g

4. https://www.youtube.com/watch?v=rrlTcbPGWGA
5. https://wwwyoutube.com/watch?v=G4NYQox4n2g
6. https://wwwJoutube.com/watchfu=owlTzxCqNY0
7. https://wwwyoutube.com/watch?v=FuJVLsZYkuE

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning
Real world problem solving: Demonstration of Big Data related proiects
Exploring the applications which involves big data.

\n-^",-, 
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Decision Trees: Introduction, Decision Tree Problem, Decision Tree Constructions, Lessons from
Construction Trees. Decision Tree Algorithm

Regressions: lntroduction, Correlations a:rri Ilt,iatror:ships. iion-Linear Regressiorl l.r)qi\li. Reqrtssron,
Advantages and disadvantages.

Textbook 2; 6,7
Chalk& board, Problem based learningTeaching-Learning Process

Module-5
Text Mirring: Introduction, Text Mining Applications, Text Minin8 Process, Term Document Matrix,

Mining the TDM, Comparison, Best Practices

Web Mining: Introduction, Web Content Minin& Web Structured Mining Web Usage MininS, Web

Mining Algorithms.

Chalk and board, MOOCTeaching-Learning Process

Suggested Course Outcomes
At the end ofthe course the students will be able to:

CO 1. Masterthe concepts ofHDFS and MapReduce framework
CO 2. Investigate Hadoop related tools for Big Dau Analytics and perform basic

CO 3. lnfer the importance of core data mining techniques for data analytics
rithms for real world bi data.CO 4. Use Machine

shall be proportionally reduced to 50 marks

PRINCIPAL
SIET., TUMAKURU

Textbook 2: Chapter 11,14

Assessment Details @oft CIE and SE$
The weightage ofcontinuous Internal Evalua6on (clE) is 50% and for Semester End Exam (sEE) is 50%.

The minimum passing mark for the CIE is 40% of the maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned dre credits allotted to each subiect/

course if the student secures not less than 35% [18 Marks out of50) in the semester-end examination

(SEE), and a minimum of40% (40 marks out of 100) in the sum total of the CIE (Continuous Internal

Evaluation) and SEE (Semester End Examination) taken togetler
Continuous Internal Evaluation:
Three Unit Tests each of 20 Marks (duration 01 hourl

1. First test at the end of 5s week ofthe semester

2. Second test at the end ofthe 10t week oftJle semester

3. Third test at the end oft]le 15s week ofthe semester

Two assignments each of 10 Marks
4. First assignment at the end of 4u week ofthe semester

5. Second assignment at the end of96 week of the semester

Group discussion/seminar/quiz any one ofthree suitably planned to attain the cos and Pos for 20

Marks (duration o1 hourc)
5. At the end ofthe 13s week oftlre semester

The sum ofthree tests, two assignments, and quiz/seminar/grouP discussion will be out of 100 marks

and will be scaled down to 50 marks
(to have less stressed ctE, the portion ofthe syllabus should not be common /repeated for any ofthe

methods ofthe cIE. Each method ofctE should have a different syllabus portion ofthe course).

CIE methods /question paper has to be designed to attain the ditrerent levels of Bloom's

taxonomy as per tte outcome defined for the couEe.
Semester End Examina6on:
Theory SEE will be conducted by University as per the scheduled timetable, with common question

papers for the subtect [duration 03 hours)
1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored

\ n



vll Semester

TNTRODUCTION TO BIC DATA
Course Code
Teachrn Hours Week L:T:P: S l3:0:0:0

40

CIE Marks I soI zrcszs:
SEE Marks
Total Marks

50
100Total Hours of Pedagogy
03Exam Hours03Credits

CLO 1. Understand Hadoop Distributed File system and examine MapReduce Programming
CLO 2. Explore Hadoop tools and manage Hadoop with Sqoop

CLO 3. Appraise the role ofdata miningand its applications across industries
CLO 4. ldentiry various Text Mining techniques

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. Lecturer method (L) need not to be only a traditional lecture method, but alternative
effective teaching methods could be adopted to attain the outcomes.

2. Use ofVideo/Animation to explain functioning ofvarious concepts.

3. Encourage collaboratiie (Group Learning) Learning in the class.

4. Ask at least tlree HOT (Higher order Thinking) quesdons in the clast which promotes

critical thinking,
5. Adopt Problem Based Learning (PBL), which fosters students'Analytical skills, develop

design thinking skills such as tlre ability to design, evaluate, generalize, and anallze
information rather than simply recall it

6. Introduce Topics in manifold representations.
7. Show the different ways to solve the same problem with different circuits/logic and

encourage the students to come up with their own creadve walIs to solve them.
8. Discuss how every concept can be applied to the real world - and when that's possible, it

helps improve the students' understanding.

Module-1
Hadoop Distributed file system:HDFS Design, Features, HDFS Components, HDFS user commands
Hadoop MapReduce Framework: The MapReduce Model, Map-reduce Parallel Data Flow,Map Reduce
Programming

Textbook 1: Chapter 3,5,68hr
Teaching-Learning Process Chalk and board, Active Learnin& Problem based learning

Module-2
Essential Hadoop Toolsiusing apache Pi& Using Apache Hive, Using Apache Sqoop, Using Apache
Apache Flume, Apache H Base

Textbook 1: Chapter 78hr
Teaching-LearninB Process Chalk and board, Active Learning, Demonstration

Module-3
Data Warehousing: Introduction, Design Consideration, DW Development Approaches, DW
Architectures

Data Mining: Introduction, Gatlerin& and Selection, data cleaning and preparation, outputs olData
Minin& Data Mining Techniques

Textbook 2: Chapter 4,5
Teaching-Learning Process Chalk and board, Problem based learning, Demonstration

Module-4

\',*r- 0-t-*T
PRINCIPAL

SIET., TUMAKURU
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Course Learning Obiectives



Theory SEE will be conducted by University as per the scheduled timetable, with common question
papers for the subject [duration 03 hours)

1. The question paper will have ten questions. Each question is set for 20 rnarks. Marks scored

shall be pr-opoliionr)ly i t'duceti to 50 marks
2. There will be 2 questions from each module. Each ofthe two questiors under a module (with a

maximum of3 sub-questions), should have a mix oftopics under that module.

The students have to answer 5 full questions, selecting one full question from each module

Textbooks
1. Stuart Russel, Peter Norvig: "Artificial lntelligence A Modern Approach", 3'd Edition, Pearson

Education, 2015.

2. S. Sridhar, M Viiayalakshmi "Machine Learning". Oxford,2021
REFERENCE BOOKS:

1. Elaine Rich, Kevin Knight: "Artificial IntelliSence", 3rd Edition, Tata Mccraw Hill,

2009, ISBN-10: 007 ooAT 7 09

2. Nils l. Nilsson: "Principles ofArtificial Intelligence", Elseviel 1.980, ISBN:978-3-540-11340-9.

Weblinks and Video Lectures (e-Resources):

hftp://stpkcs.rtu.lvlsites/all/files/stpk/materiali/MI/Artificial%o20lntelligence
o/o2Q Ao/oZOM odern% 2 0Approach.pdf.

1. http: rywww.getfreeebooks.com /16-sites-with-free-artificial-intelligence-e
books/https://www.tutorialspoinLcom/artificial intelligence/artificial intelligence overview.

htm
2. Problem solving agent:https://www.youtube.com/watch?v=KTPmo-KsOis.

SHcH
https://www.iavatpoinLcom/history'of'artifi cial-intelligence

https://techvidvan.com/tutorials/ai-heuristic'search /
https: {www.analvticsvidhya.com/machine-learning/

3.

4.
5.

6.
7.

8.

o
decision-tree/tutorial/

Activity Based Learning (Suggested Activities in Class)/ Practical
Demonstration ofproiects related to Al and ML.

Based learning

Real world problem solving:

PRINCIPAL
SIEi.. TUMAKURU
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Understarding Data
Bivariate and Multivariate data, Multivariate statistics, Essential mathematics for Multivariate data,

Ovewiew hypothesis, Feature engineering and dimensionality reduction techniques,

Basics of Learning Theory: httroductioll to learning and its types, Introduction computation learning
theory, Design oflearning system, lntroduction concept leaming.

Similarity-based learning: lntroduction to Similarity or instance based learning, Nearest-neiShbour
learning, weighted k- Nearest - Neighbour algorithm.

Textbook 2: 2.6 to2.lO,3.l to 3.4, 4.1 to 4.3

PRINGIPAL
SIET., TUMAKURU

Teaching-Learning Process Chalk& board, Problem based learning

Module-5
Artificial Neural Network: Introduction, Biological neurons, Artificial neurons, Perceptron and
learning theory, types of Artificial neural Network, learning in multilayer Perceptron, Radial basis
function neural network, self-organizing feature map,

Textbook 2: Chapter: 10
Teaching-Learning Process Chalk and board, MOOC

Course OutcoDes
At the end ofthe course the student will be able to:

CO 1. Design intelligent agents for solving simple gaming problems-
CO 2. Have a good understanding of machine leanin8 in relation to other fields and fundamental

issues and
Challenges of machine learning

CO 3. Understand data and applying machine learning algorithms to predict the outputs.
C0 4. Model tlle neuron and Neural Networlg and to analyze ANN learning and its applications.

Assessment Detalls (both cIE and sEE)

The weightage ofContinuous Internal Evaluation (CIE) is 5096 and for Semester End Exam (SEE) is 507o.
The minimum passing mark for the CIE is 40% of the maximum marks (20 mark). A student shall be
deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/
course if the student secures not less than 35% (18 Marks out of50) in tle semester-end examination
(SEE), and a minimum of40% (40 marks out of100) in tle sum total ofthe CIE (Continuous lnternal
Evaluation) and SEE (Semester End Examination) taken together
Conunuous ltternal Evaluation:
Three Unit Tests each of2O Marks (duration 01 hour)

1. First test at t}le end of5u week of the semester
2. Second test at t}le end ofthe 10th week ofthe semester
3. Third test at the end ofthe 15s week ofthe semester

Two assignments each of 10 Marks
4. First assignment at the end of46 week of the semester
5. Second assignment at the end of 9s week of t}te semester

Group discussion/Seminar,/quiz any one ofthree suitably planned to atain the COs and POs for 20
Marks (duration 01 hours)

6. At the end ofthe 13d,week oftlle semester
The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks
and will be scaled down to 50 marks
[to have less shessed CIE, the portion of the syllabus should not be common /repeated for any ofthe
methods ofthe ClE. Each method ofClE should have a different syllabus portion ofthe course).
CIE methods /question paper has to be designed to attain the difrerent levels of Bloom's
taxonomy as per the outcome defined for tle course.
Semester End Examlnadon:

)



Vll Semester

Course Code
Teachin Hou r-s Week

INTRODUCTION TO AI AND ML
21C57 52 CIh 14arks

3:0:0:0 SE! Varks
40 Total Marks

L:T: P: S

50
50
100
03Credits 03 Exam Hours

Course Learning Obi ectives
CLO1. Understands the basics of AI, history ofAI and its foundations, basic principles ofAl for
problem

solving
CLO2. Explore the basics of Machine Learni;6 & Machine Learning process, understanding data

Teaching-Learning Process (General lnstructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method (L) need not to be only a traditional lecture method, but alternative

effective teaching methods could be adoPted to attain the outcomes.

Use ofVideo/Animation to explain functioning ofvarious concePts.

Encourage collaborative (Group Learning) Learning in the class.

Ask at leastthree HOT (Higher order Thinking) questions in the class, which promotes

critical thinking.
Adopt Problem Based Learning (PBL), which fosters students'Analytical skills, develop

design thinking skills such as the ability to design, evaluate, Seneralize, and analyze

information ratler than simply recall iL
Introduce Topics in manifold representations.

Show the different ways to solve the same Problem with different circuits/logic and

encourage the students to come up with their own creative ways to solve them.

Discuss how every concept can be aPplied to the real world - and when that's Possible, it

Neural NeworksCLO3. Understand the W

2.

J.

4.

5.

6.

7.

8.

helps improve ttle students' understanding.

outcomes.

1.

Module-1

lntroduction: What is AI, The foundation ofArtificial Intelligence, The history of Arti
Intelligent Agents: Agents and Environments, Good Behaviour: The concept ofrationality, tlle nature of

Environments, the stmcture of Agents.

ficial lntelligence,

Textbook 1: Chapter: l and 2

Chalk and board, Active LearninS, Problem based learningTeaching-Learning Process
Module-2

Problem solving try searching: Problem solving agens, Example pro

Uniformed search strategies, Informed search strategies, Heuristic functions

Textbook 1: Chapter: 3

blems, Searching for solutions,

DemonstrationChalk and board, Active Learnin&Teaching-Learning Process
Module-3

lntroduction to machine learning: Need for Machine Learnin& Machine Learning Ex

Machine Learning in relation to other fields, Types ofMachine Learning. Challenges ofMachine Learning
Machine Learning process, Machine Learning applications.

Understanding Data: What is data, types of data, Big data anal)rtics and types of analytics, Big data

analytics framework Descriptive statistics, univariate data analysis and visualization

plained, and

Textbook 2: Chapter: 1 and 2.1 to 2.5
Chalk and board, Problem based le6rning, DemonAtrationTeachinp-Learning Process

Module-4

PRINCIPAL
SIET. . TUMAKURU

Total Hours of Pedasosy



(to have less stressed CIE, the portion ofthe syllabus should not be common /repeated for any of the

methods ofthe ClE. Each method of CIE should have a different syllabus portion ofthe course).

CIE methods /question paper has to be designed to attain the different levels of Bloonr's

taxononry as per the outcome defined for the course

Semester End Examination:
Theory SEE will be conducted by University as per the scheduled timetable, with common question

papers for the subject (duration 03 hours)
1. The question paper will have ten questions, Each question is set for 20 marks. Marks scored

shall be proportionally reduced to 50 marks
2. There will be 2 questions fiom each module. Each of the two questions under a module (with a

maximum of3 sub-questions), should have a mix oftopics under that module.

The students have to answer 5 full questions, selecting one full question from each module

Textbooks
1. Charles R Severance, 'Python for Everybody: Exploring Data Using Python 3-, 1st Edition,

CreateSpace Independent Publishing Plaform, 2016.
http://do 1.dr-chuck.com/pythonlearn/EN_us/pythonlearn.pdf

2. Allen B. Downey, "Think Python: How to Think Like a Computer Scientisf, 2ndEdition, Green
Tea Press, 2015. fChapterc 15, 16, 17)

. http://greenteapress.com/thinkpython2/tninkpython2.pdf
REFERENCE BOOKS:

1. R Nageswara Rao, 'Core Python Programming", dreamtech
2. Python Programming: A Modern Approach, Vamsi Kurama, Pearson

3. Python Programming, Reema theraia, OXFORD publicaHon

https://www.w3 resource.com/python /python -tutorial.php
https://data-flai r.training/blo8s /python-tutorials-home /
https:/ /wwwrvoutu be.com/watch?v=c2 3 5EsGFczs

https: //www.youtube.com/watchtu=Uh2ebFWSOYM
https://www.youtu be.com/watchfu =oSPMmeaiO6B
httos: / /www.voutu be.com,/watchfu = uQrJ0TkZlc

https: / /wlr,.w.voutube.com /watch?v=K8L6KVGG-7o

1.

2.

3.

4.

5.

6.

7.

8.

Weblinks and video Lectures (e-Resources):

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning
Real world problem solving: Demonstration ofprojects developed using python language

PRINCIPAL
SIET.. TUMAKIJRU



Strings: strings, lengtl ofstring, string slices, immutability, multiline comments, string functions and
methods;

Textbook 1: Chapter 6
Textbook 2: Chapter 3

Teachi Learni Process (lhrik and Active Learni Demonstration
Module-4

LISTS, TUPLES, DICTIONARIES:08 Hours
Lists:List operations, list slices, list methods, Iist loop, mutability, aliasin& cloning lists, listparameters,
list comprehension;

Tuples: tuple assignment, tuple as return value, tuple comprehension;

Dictionaries: operations and methods, comprehension;

1 1 t2Textbook 2:
Chalk& board, Active LearningTeaching-Learning Process

Module-5

REGULAR EXPRESSIO S,FILES AND EXCEPTION:
Regular expresslons:Character matching in regular expressions, extracting data using regular
expressions, Escape character

Files and exception; Text files, reading and writing files, command line arguments, errors

andexceptiong handling exceptions, modules.

Textbook 1: Chapter 11.1,11.2,11.4
Textbook 2: L4

Chalk and board, MOOCTeaching-Learning Process

Suggested Course Outcomes

At the end ofthe course the student \,yill be able to:

co 1. understand Python syntax and semantics and be fluent in the use of Python flow control and

functions.
Demonstrate proficiency in handling Strings and File Systems.

Represent compound data using h/,thon lists, tuples, Strings, dictionaries

Read and write data from to files in n 5

co z.
co 3.

co 4.

Assessment Det lls @oth CIE and SEE)

The weightage ofContinuous Internal Evaluation (CIE) is 50016 and forSemester End Exam (SEE) is 50%.

The minimum passing mark for the CIE is 40% of the mafmum marks (20 marks). A student shall be

deemed to have satished the academic requirements and earned the credits allotted to each subiect/

course if the student secures not less than 35% (18 Marks out of 50) in the semester'end examination

[SEE), and a minimum of 40% (40 marks out of 100) in the sum total of the CIE (Continuous Internal

Evaluation) and SEE (semester End Examination) taken together

Continuous ltrt€rnal Evaluation:
Three Unit Tests each of20 Mar*s (duration 01hour)

1. First test at the end of 5s week of the semester

2. Second test at the end ofthe 10e week ofthe semester

3. Third test at the end ofthe 156 week ofthe semester

Two assignments each of 1O Marks
4. First assignment atthe end of4fr week ofthe semester

5. Second assignment at the end of96 week ofthe semester

Group discussion/seminar/quiz any one ofthree suitably planned to attain the cos and Pos for 20

Marks (duration o1 hours)
6. At the end ofthe 13t week ofthe semester

The sum ofthree tests, two assignments, and quiz/seminar/group d

and will be scaled dow[ to S0 marks
on will be o of 100 ma rks

PRINCIPAL
SIET., TUMAKURU



VII Semester

PROGRAMMING IN PYTHON
Course Code 21CS751

3:0:0:0
CIE Marks
SEE Marks 50

0

Teaching Hours/Week (L:T:P: S)
100Total Marks40Total Hours of Pedagogy
03Exam Hours03Credits

CLO 1.

CLO 2.

CLO 3.

clo 4.

clo 5.

To understand why Python is a useful scripting language for developers

To read and write simple Python programs
To learn how to identify Python object types.
To learn how to write functions and pass arguments in Python.

To use Python data structures -- lists, tuples, dictionaries.

Course Learning Obiectives

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method (L) need not to be only a traditional lecture method, but alternative
effective teaching metlrods could be adopted to attain t]le outcomes.

Use ofVideo/Animation to explain functioning ofvarious concepts.

Encourage collaborative (Group Learning) Learning in the class.

Ask at leastthree HOT (Higher order Thinking) questions in the class, which promotes

critical thinking.
Adopt Problem Based Learning (PBL), which fosters studens' Analytical skills, develop
design tlinking skills such as the ability to design, evaluate, generalize, and anal)ze
information rather than simply recall iL
Introduce Topics in manifold representations.
Show the different ways to solve the same problem with different circuits/logic and

encourage the students to come up with their own creative ways to solve tlem.
Discuss how every concept can be applied to the real world - and when that's possible, it
helps improve the students' understanding.

3.

4.

5.

6.

7.

8.

outcomes

1

Module-1

Textbook 1: Chapter 1.1,1.2,1.3,1.6, Chapter 2.1-2.6
Textbook 2: Chapter 1
Teaching-Learning Process Chalk and board, Active Learning

Module-2
CONTROL FLOW, LOOPS:
Conditionals: Boolean values and operators, conditional (if), alternative (if-else), chained conditional
(if-elif-else); lteration: while, for, break, continue, pass statemenL

Textbook 1: Chapter 3.1-3.6, chapter 5
Teaching-Learninq Process Chalk and board, Active Learning, Demonstration

Module-3
RII{CTIONS AND STRINGS;
Functions: Function calls, adding new functions, definition and uses,local and global scope, return
values.

PRINCIPAL
SIET.. TUMAKURU

INTRODUCTION DATA, EXPRESSIONS, STATEMENTS:08 Hours
lntroduction: Creativity and motivation, understanding programmin& Terminology: Interpreter and
compiler, Running Python, The First Program; Data types: Int, float, Boolean, strin& and list, variables,
expressions, statements, Operators and operands.

)



Two assignments each of 10 Marks
4. First assignnlent at thc end of 4'h week of the sentester
5. Second assignment at the end of9th week ofthe sernestcr

Croup discussion/Str:rrIi.ri/.'.r:z un,.'o:rc r:f thlee suitablY iri:r:: :r,i lo .rr::r::: ::re COs and POs tlri 20

Marks (duration 01 hours)
6. At the end of the 13'h week ofthe semester

The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks
(to have less stressed CIE, the portion ofthe syllabus should not be common /repeated for any ofthe

methods ofthe CIE. Each method of CIE should have a different syllabus portion of the course).

CIE methods /question paper has to be designed to attain the different levels of Bloom's
taxonomy as per the outcome defined for the course.

Semester End Examination:
Theory SEE will be conducted by University as Per the scheduled timetable, witi common question

papers for the subject (duration 03 hours)
1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored shall

be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each of the two questions under a module (with a

maximum of3 sub-questions), should have a mix oftoPics under that module.

The students have to answer 5 full questions, selecting one full question from each module

PRINCIPAL
SIET. TUI"'IAKURU
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Suggested Learning Resources:

Textbooks
1. Sadalags P. & Fowlec NoSQL Distilled: A Briefcuide to the Emerging World ofPolyglot

Persistence, Pearson Addision Wesley, 2012

Reference Bool<s
1. Dan Sullivan, "NoSQL For Mere Mortals", 1st Edition, Pearson Educadon India, 2015. ISBN-

73:978-933255733A)
2, Dan Mccreary and Ann Kelly, 'Making Sense ofNoSQL: A guide for Managers and the Rest of

us", 1st EditioL Manning Publication/Dreamtech Press, 2013. (ISBN'13: 978'935L192022)

3. Kristina chodorow, "Mongodb: The Definitive Guide- Powerful and scalable Data storage" 2nd

Edition, O'Reill Publications,2013. BN-13: 978-9351 102694)

explained)
https://wu,w.techtalgelcom/'searchdatamanagement/definition/NoSQL-Not-Onlv-SQL fWhat

is NoSOL and How do NoSQL databases work)
httos://www.mongodb.com/nosql-exolained [What is NoSQL]

7.

2.

3.

4.
5.

NoSQL)

weblinks and video Lectures (e-Resources):

Activity Based Learning (Suggested Activities in Class)/ Practical
o Real world problem solving using group discussion.

Based learning

\n*,- q'*



Consistency, Update Consistency, Read Consistency, Relaxing Consistency, The CAP Theorem, Relaxing

Durability, Quorums.

Version Stamps, Busiress and Systeln Transactions, Version Stamps otl Multlple Nodes

Textbookl: Chapter 4,5,6

PRINCIPAL
SIET., TUMAKURU

Active Learning and DemonstrationsTeaching-Learning Process
Module-3

Map-Reduce, Basic Map-Reduce, Partitioning and Combining Composing Map-Reduce Calculations, A
Two Stage Map-Reduce Example, Incremental Map-Reduce

Key-Value Databases, What Is a Key-Value Storg Key-Value Store Features, Consistency, Transactions,

Query Features, Structure ofData, Scalin& Suitable Use Cases, Storing Session lnformation, User Profiles,

Preference, Shopping Cart Data, When Not to Use, Relationships among Data, Multioperation
Transactions, Query by Data, Operations by Sets

Textbookl; Chapter 7,8
Teaching-Learning Process Active Learnin& Problem solving based

Module-4

Textbookl: Chapter 9
Teaching-Learning Process Active learning

Module-5
Graph Databases, What ls a Graph Database?, Features, Consistency, Transactions, Availability, Query
Features, Scalin& Suitable Use Cases, Connected Data, Routin& Dispatch, and Location-Based Services,
Recommendation Engines, When Not to Use.

Textbookl: Chapter 11
Teaching-Learning Process Active learning

At the end ofthe course the student will be able to:
CO1. Demonstrate an understanding of the detailed architecture of Column Oriented NoSQL databases,
Document databases, Graph databases.

COZ. Use the concepts pertaining to all the types of databases.

CO3. Analyze the structural Models ofNoSQL.

CO4. Develop various applications using NoSQL databases.

Course Outcomes (Course Skill Set)

Asscssment Details (both CIE and SEE)

The weightage ofContinuous Internal Evaluation [ClE) is 50% and for Semester End Exam (SEE) is 5070.

The minimum passing mark for the CIE is 40% ofthe maximum marks (20 marks), A student shall be
deemed to have satisfied the academic requirements and earned t}le credits allofted to each subiect/
course if the student secures not less than 35% (18 Marks out of 50J in the semester-end examination
(SEE), and a minimum of 4OVo (4O marks out of 100) in tie sum total of the CIE (Continuous Internal

\ il )

Document Databases, What ls a Document Database?, Features, Consistency, Transactions, Availability,

Query Features, Scalin& Suitable Use Cases, Event Loggin& Content Management Systems, Blogging
Platforms, Web Analytics or Real-Time Analytics, E- Commerce Applications, When Notto Use, Complex
Transactions Spanning Diferent Operations, Queries against Varying Aggregate Sh1lcture

Evaluation) and SEE (Semester End Examination) taken together
Continuous Internal Evaluation:
Three Unit Tests each of20 Marks (duration 01 hour)

1. First test at the end of 5d week ofthe semester
2. Second test at the end ofthe 10s week ofthe semester
3. Third test at t}le end ofthe 1sth week ofthe semester



Vll Semester

Cotrlse Codo 21cS7.1;

Teaching Hours/Week [L:T:P:S) 3:0:0.0
40

NOSQL DATABASE
CIE Marks 0

0SEE Marks
100Total MarksTotal Hours of Peda

Exam Hours 03Credits 03

CLO 1. Recognize and Describe the four types ofNoSQL Databases, the Document-oriented, Keyvalue
CLO 2. Pairs, Column-oriented and Graph databases useful for diverse applications'
CLO 3. Apply performance tuning on Column-oriented NoSQL databases and Document-oriented

NoSQL Databases.

CLO 4. Differentiate the detailed architecture ofcolumn oriented NoSQL database, Document
database and Graph Database and relate usage ofprocessor, memory, stor:lge and file system

commands.
CLO 5. Evaluate several applications for location based service and recommendation services. Devise

an application using the components of NoSQL

Course Obiectivesi

Teaching-Learning Process (General lnstructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. Lecturer methods (L) need not to be onlytraditional lecture methodt but alternative effective

teaching methods could be adopted to attain the outcomes.

2. Use ofVideo/Animaton to explain functioning ofvarious concepts.

3. Encourage collaborative (Group Learning) Learning in the class.

4. Ask at least three HoT (Higher order Thinking) questions in the class, which Promotes critical

thinking.
5. Adopt Problem Based Learning (PBL). which fosters students' Analytical skills, develop design

thinking skills such as the atrility to design, evaluate, generalize, and analyze information

rather than simply recall it.
5. Introduce Topics in manifold representations.

7. Show the different ways to solve the same problem and encourage the students to come up

with their own creative ways to solve them.

8. Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve the students' understanding.
Module-1

Why NoSQL? The Value of Relational Databases, Getting at Persistent Data, Concurrency,

[Mostly) Standard Model, lmpedance Mismatch, Application and Integration Datebases, Attack of the

Clusters, The Emergence of NoSQL,

Aggregate Data Models; Aggregates, Example of Relations and Aggregates, Consequences of Aggregate

orientation, Key-value and Document Data Models, column-Family stores, summarizing ASgreSate-

Oriented Databases.

More Details on Data Models; Relationships, Graph Databases, Schemaless Databases, Materialized

Views, Modeling for Data Access,

lntegration, A

Textbookl: r,2,3
Active learningTeaching-Learning Process

Distribution Models; Single Server, Sharding Master-Slave Replication, Peer'to-Peer Replication,

Combini Shardi and Replication.

",,?lstllft"u

Module-2

A
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The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks

fto have less stressed CIE, the portion ofthe syllabus should not be common /repeated for any of the

methods ofthe (llE. EachmethodofClEshouldhavr';rdillelertsyllabusportioDoIthecotlrse).
CIE methods /question paper has to be designed to attain the different levels of Bloom's

taxonomy as per the outcome defined for the course.

Semester End Examination:
Theory SEE will be conducted by University as per the scheduled 6meable, with common question

papers for the subiect (duration 03 hours)
l. The question paper will have ten questions. Each question is set for 20 marks. Marks scored

shall be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each of the two questions under a module (with a

maximum of3 sub-questions), should have a mix of topics under that module'

The students have to answer 5 full questions, selecting one full question from each module

suggested Learning Resources:

Textbooks
1. Tom Taulli , The Robotic Process Automation Handbook : A Guide to lmplementing RPA

Systems, 2020, ISBN-13 (electronic): 97A-7-4A42-5729-6, Publisher : Apress

2. Alok Mani Tripathi, Learning Robotic Process Automation, Publisher: Pack Publishing Release

Date: March 2018 ISBN: 9781788470940
Reference:

1. Frank Casale, Rebecca Dilla, Heidi Jalmes, Lauren Livingston, 'lntroduction to Robotic Process

Automation: a Primer', Institute ofRobotic Process Automation
2. Richard Murdoch, Robotic Process Automation: Guide To Building Software Robots, Automate

Repetitive Tasks & Become An RPA Consultant
3. Srikanth Merianda,Robotic Process Automation Tools, Process Automation and their benefits:

Understanding RPA and Intelligent Automation

Weblinks and Video Lectures (e-Resources):
. https://www.uipath.com/rpa/robotic-process-automation

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning

.,.1111,$'[ft*,
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Sequence, Flowchart, and Control Row-Sequencing the workflow-Activities-Control flow, various

types ofloops, and decision making-Step-by-step example using Sequence and Ftowchart-Step-by-step
example using Sequence and Conrol flow-Data Manipulation-Variables and Scope-Collections-

Arguments - Purpose and use-Data table usage with examples-Clipboard nr:rnlgenrent-File operation

with step-by-step example-CSV/Excel to data table and vice versa [with a step-by'step example).

Textbook 2: Ch 3, Ch 4

Chalk and board, Problem based learnin& DemonstrationTeaching-Learning Process
Module-4

Taking Control of tfie Controls- Finding and attaching windows- Finding the control- Techniques for

waiting for a control- Act on controls - mouse and keyboard activities- Working with UiExplorer-

Handling events- Revisit recorder- Screen Scraping- When to use OCR- Types ofOCR available- How to

use OCR- Avoiding typical failure points.

Textbook 2: Ch 5

Chalk& board, Problem based learningTeaching-Learning Process
Module-5

Exception Handlin6 Debugging and Logging- Exception handling- common exceptions and ways to

handle them- Logging and taking screensHOT- Debugging techniques- Collecting crash dumps- Error

reporting- Future of RPA

Textbook 2; Ch I
Textbook 1: Ch 13

Chalk and board, M0OCTeaching-Learning Process

Course Outcomes
CO 1. To Understand the basic concePts ofRPA
CO 2. To Describe various componens and platforms of RPA

co 3. To Describe the different t ?es ofvariables, control flow and data manipulation techniques

C0 4. To Understand various control techniques and OCR in RPA

CO 5. To Describe various types and strate6es to handle excephons

Assessment Details (both CIE and SEE)

The weightage ofContinuous Internal Evaluation (CIE) is 5070 and for Semester End Exam (SEE) is 50%'

The minimum passing mark for the CIE is 40%o of the maximum marks (20 marks). A student shall be

deemed to have satisned the academic requirements and earned the credits allotted to each subiect/

course if the student secures not less than 35Yo (18 Marks out of 50) in the semester-end examination

(SEE), and a minimum of 4\o/o (4O marks out of 100) in the sum total of the CIE (Continuous Internal

Evaluation) and SEE (semester End Examination) taken together

Continuous lnternal Evaluation:
Three Unit Tests each of 20 Marks (duration 01 hour)

1. First test at the end of 5th week of the semester

2. Second test at the end of the 10'h week of the semester

3. Third test at the end ofthe 15th week ofthe semester

Two assignments each of 1O Marks
4. First assignment at the end of4rh week ofthe semester

5. Second assignment at the end of9d week ofthe semester

Group discussion/Seminar/quiz any one ofthree suitably planned to attain the cos and Pos for 2o

Marks (duration 01 hours)
6. At the end ofthe 13th week ofthe semester

$r*^ ^'"
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Vll Semester

Course Code

Teaching Hours/Week

ROBOTIC PROCESS AUTOMATION DESIGN AND DEVELOPMENT

z1c.s1 44 CIE Marks 50

3:0:0:0 50L:T:P: S)

Total Marks 10040Total Hours of Pedagogy
3Exam Hours3Credits

CLO 1. To understand basic concepts of RPA

CLO 2. To Describe RPA, where it can be applied and how its implemented
CLO 3. To Describe the different types of variables, Control Flow and data manipulation

techniques
CLO 4. To Understand lmage, Text and Data Tables Automation
CLO 5. To Describe various types of Excepti ons and strategies to handle

Course Learning Obiectives

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method (L) need not to be only a traditional lecture metlod, but alternative
effective teaching methods could be adopted to attain the outcomes.

Use ofVideo/Animation to explain functioning ofvarious concepts.

Encourage collaborative (Group Learning) Learning in the class.

Ask at least three HOT (Higher order Thinking) questions in the class, which promotes

critical tlinking.
Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop

design thinking skills such as the ability to design, evaluate, generalize, and analyze
information ratler than simply recall iu
lntroduce Topics in manifold representations.
Show the different ways to solve the same problem with different circuits/logic and

encourage the students to come up with their own creative ways to solve them.
Discuss how every concept can be applied to the real world - and when that's possible, it
helps improve the students' understanding.

2.

3.

4.

5.

6.

7.

8.

outcomes.

1.

Module-1
RPA Foundatlons- What is RPA - Flavors of RPA- History ofRPA- The Benefits ofRPA- The downsides
ofRPA- RPA Compared to BPO, BPM and BPA - Consumer Willingness for Automation- The Workforce
ofthe Future- RPA Skills-On-Premise Vs. t}te Cloud- Web Technolory- Programming Languages and

Low Code- OCR-Databases-APIs- Al-Cognitive Automation-Agile, Scrum, Kanban and Waterfall0
DevOps- Flowcharts.

Textbook 1: Ch 1, Ch 2

Teaching-Learning Process Chalk and board, Active Learning, Problem based learning

Module-2

Textbook 2: Ch 1, Ch 2

Teaching-Learning Process Chalk and board, Active Learnin& Demonstration
Module-3

\'t.^',- [-*t
PRINCIPAT

SEE Marks

RPA Platforms- Components of RPA- RPA Platforms-About Ui Path- About UiPath - The future of
automation - Record and Play - Downloading and installing UiPath Studio -Learning Ui Path Studio- -

Task recorder - Step-by-step examples using the recorder.



[to have less stressed CIE, the portion ofthe syllabus should not be common /repeated for any of the
methods ofthe ClE. Each method of CIE should have a different syllabus portion of the course).

CIE methods /question paper has to be designed to attain the different levels of Bloom's
taxonomy as per the outcome derined for the course.

Semester End Examination:
Theory SEE will be conducted by University as per the scheduled timetable, with common question

papers for the subiect (duration 03 hours)
1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored shall

be proportionally reduced to 50 marks
2. There will be 2 questions from each module. Each of the two questions under a module [with a

maximum of3 sub-questions), should have a mix oftopics underthat module.

The students have to answer 5 full questions, selecting one full question from each module

Suggested Learning Resources:

Textbooks
1.. Ian Goodfellow, Yoshua Bengio, Aaron Courville, "Deep Learning", MIT Press, 2016.

Reference:
1. Bengio, Yoshua. "Learning deep architectures for AI." Foundations and trends in Machine

Learning 2009.
2. N.D.Lewis, "Deep Learning Made Easy with R: A Gentle Introduction for Data Science", January

2016.
3. Nikhil Buduma, "Fundamentals of Deep Learning: Designing Next-Generation Machine

Intelligence rithms", O'Reilly publications.

$reblinks and Video Lectures (e-Resources):
. https://faculty.iitmandi.ac.in/-aditya/cs671 /index.html
o https: / /nptel.ac.in/courses/ 106/106 / 106106184/
r https://wwwyoutube.com/watch?v=7x2YZhEi9Dw

Activity Based Learning (suggested Activities in Class)/ Practical Based learning

PPlrlf'rDAl



Algorithms with Adaptive Learning Rates: The AdaGrad alSorithm, The RMSProp algorithm, Choosing

the Right Optimization Algorithm.

Textbook 1: Chapter: 8.1'8.5
Teaching-Learning Process Chalk and board, Problenr based learning, Demonstration

Module-4

Convolutional Networks; The Convolution Operation, Pooling, Convolution and

Strong Prior, Variants of the Basic Convolution Function, Structured Outputs, Data Types, Efficient

Convolution Algorithms, Random or Unsupervised Features- LeNet, AlexNet.

Pooling as an lnfinitely

Textbook 1: Chapter: 9.1-9.9.

Chalk& board, Problem based learningTeaching-Learning Process
Module-5

Recurrent and Recursive Neural Networks: Unfolding Computational Graphs, Recurrent Neural

Network Bidirectional RNNs, Deep Recurrent Networks, Recursive Neural Networks, The Long Short-

Term Memory and Other Gated RNNS.

Applicadons: Large-Scale Deep Learnin& Computer, Speech Recognition, Natural Language Processing

and Other Applications.

Textbook 1: Chapter: 10.1-10.3, 10.5, 10.6, 10.10, 12.
Teaching-Learning Process Chatk and board, MOOC

Course Outcomes
CO1: Understand ttre fundamental issues and challenges ofdeep learning data, model selection" model
complexity etc.,
CO2: Describe various knowledge on deep learning and algorithms
CO3: Apply CNN and RNN model for real time applications
CO4: ldentifyvarious challenges involved in designing and implemendng deep learning algorithms.
CO5: Relate the deep learning algorithms for the given types of learning tasks in varied domain

Assessment Details (both CIE atrd SEE)

The weightage ofContinuous Internal Evaluation (CIE) is 5oyo and for Semester End Exam (SEE) is 500/6.

The minimum passing mark for the CIE is 400,6 ofthe maximum mark (20 marks). A student shall be

deemed to have satisfied tlle academic requirements and earned the credits allotted to each subrect/
course if the student secures not less than 3596 (18 Marks out of 50) in the semester-end examination
(SEE), and a minimum of40% (40 marks out of 100) in the sum total ofthe CIE (Continuous Internal
Evaluation) and SEE (Semester End Examination) taken together
Continuous Internal Evaluation:
Three Unit Tests each of2o Marks (duration 01 hour)

1. First test at the end of5* week ofthe semester

2. Second test at the end oft]le 106 week ofthe semester

3. Third test at the end ofthe 156 week ofthe semester

Two assignments each of 10 Marks
4. First assignment at the end of4fi week ofthe semester

5. Second assignment at the end of96 week of t}te semester

Group discussion/Seminar/quiz any one of three suitably planned to attain the COs and POs for 20
Marks (duration 01 hours)

6. At the end oftle l3s week oftle semester
The sum ofthree tests, two assignmen6 and quiz/seminar/group discussion will be out of 100 marks
and will be scaled down to 50 marks

\n--",- 0-'**,
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Vll Semester

DEEP LEARNING

Cource Code CIE Marks :0
50

PRINC!PAL
SIET. TUI.4AKUF,U

Teaching Hours/Week (L:T:P: S) | 3:0:0:0 SEE Marks
100Total Hours of Pedagogy 40
33 Exam HoursCredits

Understand the fundamentals ofdeep learnin&
Know the theory behind Convolutional Neural Networks, Autoencoders, RNN.

lllustrate the strength and weaknesses of many popular deep learning approaches-

Introduce major deep learning algorithms, the problem settings, and their applications to
solve real world problems.
Learn the open issues in deep learnin& and have a grasp ofthe current research

directions-

Course Learning Obiectives

cLo 5.

cLo 1.

cLo 2.

clo 3.

CLO 4.

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer metlod (Ll need not to be only a traditional lecture method, but alternative

effective teaching methods could be adopted to attain the outcomes.

Use ofVideo/Animation to exPlain functioning ofvarious concepts.

Encourage collaborative fGroup Learning) Learning in the class'

Ask at least three HOT (Higher order Thinking) questions in the class, which promotes

critical thinking.
Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop

design thinking skills such as the ability to design, evaluate, generalize, and analyze

information ratJrer than simply recall it
lntroduce Topics in manifold representations.

Show the different ways to solve the same problem with different circuits/logic and

encourage the students to come up with their own creative ways to solve them.

Discuss how every concept can be applied to the real world - and when that's possible, it

2.

3.

5.

6.

7.

8.

helps improve the students' understanding.

outcomes.

1.

Module-1

lntroduction to Deep Learning: lntroduction, Deep learning Model, Historica

Machine Learring Basics: Learning Algorithms, Supervised Learning Algorithms,

Unsupervised Learning Algorithms.

I Trends in Deep

Textbook 1: Chapterl - 1.1, 1.2, 5.1,5.7-5.8'

Learnin&

Chalk and board, Active Learnin& Problem based learningTeaching-Learning Process
Module-2

Feedforward Networks: Introduction to feedforward neural networks, Gradient-Based Learning Back-

Textbook 1: Chapter 6, 7
Chalk and board, Active Learning, DemonsrationTeaching-Learning Process

Module-3

Optimization for Training Deep Models: Empirical Risk Minimization, Challenges in Neu

optimization,BasicAlgorithms:StochasticGra
ral Network

Total Marks

Propagation and Other Differentiation Algorithms. Regularization for Deep Learning



'lheory SEE will be conducted by University as per the scheduled timeta ble, with common question

pilpers for the subject (duration 03 hours)
L The question paper will have ten questions. Each question is set for 20 marks. Marks scored shall

be proportionally reduced to 50 ntarks

2. There will be 2 questions from each module. Each of the two questions under a module (with a

maximum of3 sub-questions), should have a mix of topics under that module.

The students have to answer 5 full questions, selecting one full question from each module

Suggested Learning Resources:

Textbooks
1. Fundamentals of Multiagent Systems by Jos'e M. Vidal, 2006 available online

http://imvidal.cse.sc.edu/papers/mas-pdf.
2. Multiagent Systems: Algorithmic, Game-Theoredc, and Logical Foundations,

By YoavShoham, Kevin Leyton-Brown, Cambridge University Pr€ss, 2008, 2'ded
http: //www.masfoundations-org/mas.pdf

Reference:
1. Multiagent Systems : A Modern Approach to Distributed Artificial Intelligence Gerhard Weiss The

MIT Press 2000
Weblinks and Video Lectures (e-Resources):

1. https://nptel.ac.inlcourses/106/705 /106105077 I
2. https://www.youtube.com/watch?v=02su1u2AXG0.
3. hnps://www.coursera.org/lecture/modeling-simulation-natural-processes/multi-agent-

systems-kAKyC

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning

\n,"-,^, \j'*-f|\i
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Teaching-Learning Process 1. PPT - Cooperative learning, Collective intelligence
2. Demonstrationofstochasticgames
Module-4: Negotiation

PRINC!PAL
SIET.. TUMAKURU

Module-5: Voting and Mechanism Design

Textbook 1: Chapters 8&1o,
Textbook 2: Chapter 1o

1. PPT - Voting Problem
2. Demonstration of nature inspired Approaches

Teaching-Learning Process

Course Outcomes
At the end ofthe course the student will be able to:

CO 1. Demonshate the decision process with different constraints
CO 2. Analyze games in different forms
C0 3. Apply the cooperative learning in developing games

CO 4. Analyze dillerent negotiation strategies of Multi-Agent System

CO 5. Design and develop solutions for voting problems

Assessment Details @otA CIE and SEE)

The weightage ofcontinuous Internal Evaluation (clE) is 5096 and for semester End Exam (sEE) is 50%.

The minimum passing mark for the clE is 4096 of the maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/

course ifthe student secures not less tlran 35% (18 Marks out of 50) in the semester-end examination

(SEE), and a minimum of 4096 (40 marks out of 100) in the sum total of the CtE (Continuous Internal

Evaluauon) and SEE (semester End Examination) taken together

Continuous Internal Evaluation:
Three Unit Tests each of20 Marks (duradon 01hour)

1. First test at the end of5t week of the semester

2. Second test at the end ofthe 106 week ofthe semester

3. Third test at the end ofthe 1Sth week ofthe semester

Two assignments each of 1O Marks
4. First assignment at the end of4$ week ofthe semester

5. second assignment at the end of9$ week ofthe semester

Group discussion/Seminar/quiz any one of three suitably planned to attain the COs and POs for 20

Marks (duration O1 hours)
6. At the end of the 13h week of the semester

The sum ofthree tests, two assignments, and quiz/seminar/group discussion witl be out of 100 marks

and will be scaled dowD to SO marks
(to have less stressed ClE, the portion ofthe syllabus should not be common /repeated for any ofthe

methods ofthe CIE. Each method ofClE should have a different syllabus portion ofthe course).

ctE methods /question papers are designed to attain the difrerent levels of Bloom's taxonomy es

per the outcome defined for the course.

Semester End Examination: \ fi- -r\,

The Bargaining Probierr. Monotonic Concession Protocoi, \egotr;itioD as Distributed Search, Ad-hoc
Negotiation Strategies, The Task Allocation Problem.
Protocols for Multiagent Resource Allctation: Auctions: Simple Auctions, Combinatorial Auctions

Textbook 1; Chapters 6&7,
Textbook 2: Chapter 11

Teaching-Learning Process 1. PPT - Bargaining problems

2. Demonstration ofdifferent auctions for resource allocation

The Voting Problem, Mechanism Design. Nature-lnspired Approaches: Ants and Termites, Immune

System



VII Semester

Course Code

Teaching Hours/Week IL:T:P: S)

MULTIAGENT SYSTEMS

21c.s742 I cte uarks
SEE Marks

50

50

10040Total Hours ofPedagogy
03Exam Hours03Credits

clo 1.

cLo 2.

CLO 3.

cLo 4.

cLo 5.

To introduce the concept ofa multi agent systems and Distributed Constraints
Explore the main issues surrounding t}le computer and extended form games.

Develop cooperative learnin6 stochastic games

Exhibit the awareness about protocols about multi agent resource allocation and auctions
Construct voting mechanism design.

Course Learning Obiectives

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. Lecturer method (L) need not to be only a traditional lecture method, but alternative
effective teaching methods could be adopted to attain tie outcomes.

2. Use ofVideo/Animation to explain functioning ofvarious concepts.

3. Encourage collaboradve (Group Learning) Learning in the class.

4. Ask at least three HOT (Higher order Thinking) quesuons in tJre class, which promotes

critical thinking
5. Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop

design thinking skills such as the ability to design, evaluatg generalize, and anal;ze
information rather than simply recall it

6. Introduce Topics in manifold representations.
7. Show the different ways to solve the s:rme problem with different circuits/logic and

encourage tie students to come up with their own creative ways to solve them.
8. Discuss how every concept can be applied to the real world - and when that's possible, it

helps improve the students' understanding.
Module-1 : Multiagent Problem Formulation

Utility, Markov Decision Processes, Planning
Distributed Constraints: Distributed Constraint Satisfaction, Distributed Constraint Optimization

Textbook 1: Chapters 1 &2, Textbook Z: Chapter 1

Teaching-Learning Process 1. PPT- Decision Processes, Planning
2. Demonstration ofconstraints and their optimization

Module-2: Standard and Extended Form Games

Games in Normal Form, Games in Extended Form, Self-interested agents, Characteristic Form Games,
Coalition Formation

Textbook 1: Chapters 3 & 4, Textbook 2: Chapter 3

Teaching-Learning Process 1.. PPT - Games in different forms
2. Demonstration of coalition formation

Module-3: Learning in Multiagent Systems
The Machine Learning Problem, Cooperative Learnin& Repeated Games, Stochastic Games, Ceneral
Theories for Learning Agents, Collective lntelli8ence

\ fi-Textbook 1: Chapters 5

PRINCIPAL
SIET., TUMAKURIJ

3:0:0:0
Total Marks
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Semester End Examination:
Theory SEE will be conducted by University as per the scheduled timetable, with cotrmoD qucstiorl
paDeIs for the subject (duration 03 hours)

I The qLrestion paper rvill have :en .i-r.r.i::o:rs. ir.l.:r cries:ron is set for 20 lxiliii' 11 r:i..r,.:.'ri
shail be proportionally Ieduced to 50 marks

2. There will be 2 questions from each module. Each of the two questions under a module llvith a

maximum of 3 sub-questions), should have a mix oftopics under that module.

The students have to ans$,er 5 full questions, selecting one full question from each module

PRINCIPAL
SIET.. TUMA{'JRU

Suggested Learning Resources:

Reference:
1. Frank Bachmann, RegineMeunier, Hans Rohnert "Pattern Oriented Software

Architecture" -Volume 1, 1996.
2. William I Brown et al., "Anti-Patterns: Refactoring Software, Architectures and Projects in

Textbooks

1998Crisis", ohn
Weblinks and Video Lectures (e-Resources):

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning

\n""^",- 
q-"*-f"

1. Brahma Dathan, Sarnatl Rammath, Obiect-oriented analysis, design and

implementation, Universities Press,z013

2. Erich Gamma, Richard Helan, Ralph lohman, lohn Vlissides, DesiSn Patterns, Pearson
Publication,2013.



Textbook 2: chapter 5

Teaching-Learning Process I Chalk and board, Problenr based learning, Demonstration

Module-4

lnteractive systems and the MVC architecture: Introduction, The MVC architectura lpattern,
analyzing a simple drawing program, designing the system, designing ofthe subsystems, Setting into
implementation, implementing undo operation, drawing incompleteitems, adding a new feature,
pattern-Lrased solutions.

Textbook 1: Chapter 11

Chalk & board, Problem based learningTeaching-Learning Process

Module-5

Designing with Distributed Obiects: Client server system, iava remote method invocation,
implementing an obrect-oriented system on the web (discussions and further reading) a note
on input and output, selection statements, loops arrays.

Textbook 1: Chapter 12

Chalk and troardTeaching-Learning Process

Course Outcomes
At the end ofthe course the student will be able to:

CO 1. Design and implement codes with higher performance and lower complexity
Co 2. Be aware ofcode qualities needed to keep code flexible
CO 3. Experience core design principles and be able to assess the quality of a design urith

respect to these principles.
CO4. Capable ofapplying tllese principles in the design ofobject oriented systems.
CO 5. Demonshate an understanding of a range of design patterns. Be capable of

comprehending a design presented using this vocabulary.
CO 6. Be able to select and apply suitable patterns in specific contexts

Assessment Details (both CIE and SEE)

The weightage ofContinuous lnternal Evaluation (CIE) is 5070 and for Semester End Exam (SEE) is 507o.

The minimum passing mark for the CIE is 40% ofthe maximum mark (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned tlle credits allotted to each subject/
course if the student secures not less than 35% (18 Marks out of 50) in the semester-end examination

[SEE), and a minimum of 40% (40 marks out of 100) in tlle sum total of the CIE (Continuous lnternal
Evaluation) and SEE (Semester End Examination) taken together

Cotrtinuous Internal Evaluation:
Three Unit Tests each of20 Marks (duration 01hour)

1. First test at t}le end of 5s week of the semester

2. Second test at the end oftJIe 10e week ofthe semester

3. Third test at the end ofthe 15ti week oftie semester

Two assignments each of 10 Marks
4. First assignment at the end of 4u week ofthe semester

5. Second assignment at the end of96 week oftie semester

6. Atthe end ofthe 13s week ofthe semester- Group discussion/Seminar/quiz anyoneofthree
suitably planned to attain the COs and POs for zo Marks (duration 01 hours)

The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks
(to have less stressed ClE, the portion ofthe syllabus should not be common /repeated for any ofthe
metlods ofthe CIE. Each method ofClE should have a different syllabus portion ofthe course).

CIE methods /question paper has to be designed to attain the different levels of Bloom's
taxonomy as per tie outcome defined for the course.

-t^^
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Vll Semester

Course Code
SOFTWARE ARCHITECTURE AND Df,SIGN PATTERNS

2 t(.s1 41 CIE Marks
Teaching Hours/Week (L:T:P: S) 3:0:0:0 SEE Marks

Total Hours of Peda ev 40

50

i0

PRINCIPAL
SlEr., TUMA(URtr

Total Marks 100

Credits 03 Exam Hours 03

CLO 1. Learn How to add functionality to designs while minimizing complexity.
CLO 2. What code qualities are required to maintain to keep code flexible?
CLO 3. To Understand the common design patterns.
CLO 4. To explore the appropriate patterns for design problems

Course Learning Obiectives

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment of the various course

Lecturer method (L) need not to be only a traditional lecture method, but alternative

effective teaching methods could be adopted to attain the outcomes.

Use ofVideo/Animation to explain functioning ofvarious concepts.

Encourage collaborative (Croup Learning) Learning in tie class.

fuk at leastthree HOT (Higher orderThinking) questions in the class, which Promotes
critical tiinking.
Adopt Problem Based Learning (PBL), rvhich fosters students'Analytical skills, develop

design tlrinking skills such as the ability to design, evaluate, generalize, and anallze

information rather than simply recall it
lntroduce Topics in manifold representations.

Show the different ways to solve the same problem with different circuits/ogic and

encourage the students to come up with their own creative ways to solve them.

Discuss how every concept can be applied to the real world - and when that's possible, it

z.

3.

4.

5.

6.

7.

8.

helps improve the students' understanding.

outcomes.

1.

Module-1

Introduction: what is a design pattern? describing design patterns, the catalog

organizing the catalo& how design patterns solve design problems. how to select a design pattern,

how to use a design pattern. A Notation for Describing Obiect-Oriented Systems

Textbook 1; Chapter I a,ndZ.7

Analysis a system: overview of the analysis phase, stage 1: gathering the requirements functional

requirements specification, defining conceptual classes and relationships, using the
knowledge ofthe domain. Destgn and lmplementation, discussions and further reading.

of design pattern,

Textbook 1: Chapter 6

Chalk and board, Active Learning, Problem based learningTeaching-Learning Process
Module-2

DesiSn Pattern CataloS: Structural pafterns, Adapter, bridge, composite, decorator, facade,

flyweight, prory.

Textbook 2: chapter 4

Teaching-Learning Process Chalk and board, Active Learning, Demonstration

Module-3

BehavioralPatterns: Chain of Responsibility, Command, Inte
Obsewer, State, Template Method

Iterator. ento,iator, Mem



-

1. The question paper will have ten questions. Each question is set for 20 nrarks. Marks scored shall

be proportionally reduced to 50 marks

2. There will be 2 questions from each nodule. Each of the two questions Ltnder a ntodule fwith a

maximum of 3 sub-questions). should have a mix of topics under that tl:orlrrle.

The students have to answer 5 full questions, selecting one full question from each lnodule

.,$|f[ffin,

Suggested Learning Resources:

Textbooks
1. Sudip Misra, Anandarup Mukheriee, Arijit Roy, "lntroduction to loT", Cambridge University Press

2027.

Reference:
1. S. Misra, C. Roy, andA. Mukheriee,2020. Introduction to Industrial Internet ofThings and Industry

4.0. CRC Press.
2. Vijay Madisefti and Arshdeep Bahga, "lnternet ofThings (A Hands-on-Approach)",1st Edition, VPT,

2014.
3. Francis dacosta, "Rethinking the lnternet ofThings: A Scalable Approach to Connecting

Everything", 1st Edition, Apress Publications, 2013.
Weblinks and Video Lectures (e-Resources);

1. https://nptel.ac.in/noc/courses/noc19/SEM1/noc19-cs31/
Activity Based Learning (Suggested Activities in Class)/ Practical Based learning



Textbook 1: Chapter 6 - 6.1 to 6.5
Teaching-Learning Process Chalk and board, Problem based learning, Demonstration

Module-4
loT Connectivity Technologies: lntroduction, IEEE 8o2.1).+, Zighee,T hread, ISA100.11A,

WirelessHART, RFID, NFC, DASH7, Z-Wave, Weightless, Sigfox, LoRa, NB-loT, Wi-Fi, Bluetooth

Textbook 1: ChapterT - 7.lto7.16
Teaching-Learning Process Chalk & board, Problem based learning

Module-5
toT Communication Technologies: lntroduction, Infrastructure Protocols, Discovery Protocols, Data

Protocols, ldentification Protocols, Device Management, Semantic Protocols

toT lnteroperability: lntroduction, Taxonomy of interoperability, Standards, Frameworks

Textbook 1: chapter I - 8.1, 6.2, 8.3,a.4,a.5,8,6,.7
Textbook 1: Chapter 9 - 9.1, 9.2, 9.3
Teaching-Learning Process Chalk and board, MOOC

Course Outcomes
At the end ofthe course the student will be able to:

CO 1. Understand theevolution ofloT, IoT networking components. and addressing strategies in

IoT.
C0 2. Analyze various sensing devices and actuator types.
CO 3. Demonstrate the processing in IoT.
CO 4. Apply different connectivity technologies.

CO 5. Understand the communication technologies , protocols and interoperability in loT.

Assessment Details @oth CIE and SEE)

The weightage ofcontinuous Internal Evaluation [cIE) is 5096 and for Semester End Exam (SEE) is 50%.

The minimum passing mark for the CIE is 40% ofthe maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subject/

course if the student secures not less than 35% (18 Marks out of 50) in the semester-end examination

(SEE), and a minimum of 4096 (40 marks out of 1O0l in t}le sum total of the CIE (Continuous lnternal

Evaluation) and SEE (Semester End Examination) taken together

Continuous Internal Evaluation:
Three Unit Tests each of 20 Marts (duration 01 hour)

1. First test at the end of 5s week of the semester

2. Second test at the end of the 10th week of tJle semester

3. Third test at the end ofthe 15s week ofthe semester

Two assignments each of 10 Marks
4. First assignment at the end of4d week ofthe semester

5. Second assignment at the end of 9s week of the semester

6. Atthe end ofthe 13s week ofthe semester- Group discussion/Seminar/quiz any one ofthree

suitably planned to attain the COs and POs for 20 Marks (duration 01 hours)
The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks
(to have less stressed ClE, the portion ofthe syllabus should not be common /repeated for any ofthe

methods ofthe CIE. Each method ofClE should have a different syllabus portion ofthe course).

CIE methods /question paper has to be designed to attain the different levels of Btoom's

taxonomy as per the outcome defined for the course.

Semester End Examination:
Theory SEE will be conducted by University as per the sc

papers for the subiect (duration 03 hours)
heduled tibretable, with

\n^...,^-
Aommon question
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Vll Semester

Course Code

Teachin Hours,/Week L:T:P: S

INTERNET OF THINGS
21C57 35 CIE Marks

SEE Marks

50

503:0:0:0
10040 Total MarksTotal Hours of Pedagogy
03Exam Hours03Credits

Understand about tlre fundamentals of lnternet ofThings and is building blocks along
with their characteristics.
Understand tJIe recent application domains of loT in everyday life.
Understand the protocols and standards designed for loT and tie current research on iL
Understand the other associated technologies like cloud and fog comPuting in the domain
of IoT.
lmprove their knowledge about t}le various cutting-edge technologies in tle field IoT and
machine learning applications.
Gain insiBhts about the current trends ofmachine learning and AI techniques used in loT

Course Learning Obiectives

clo 1.

CLO 5.

cLo 6.
to orient towards the present industrial scenario.

cLo 2.
clo 3.

cLo 4.

Ieachinflearning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method (L) need not to be only a traditional lecture method, but alternative
effective teaching methods could be adopted to attain the outcomes.

Use of Video/Animation to explain functioning ofvarious concepts.

Encourage collaborative (Group Learning) Learning in the class.

Ask at least three HOT (Higher orderThinking) questions in tlle class, which promotes

critical thinking.
Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop
design thinking skills such as the ability to design, evaluate, generalize, and analfze
information rather than simply recall it.
lntroduce Topics in manifold representations.
Show the different ways to solve the same problem with different circuits/ogic and

encourage t]le students to come up with their own creative ways to solve tlem.
Discuss how every concept can be applied to the real world - and when that's possible, it
helps improve the students' understanding.

2.

5.

4.

5.

6.

7.

8.

outcomes,

1_

Module-1
Emergence of IoT: Introduction, Evolution of IoT, Enabling IoT and the Complex Interdependence of
Technologies, loT Networking Components, Addressing Strategies in IoT.

Textbook 1: Chapter 4 - 4.1 to 4.5
Teaching-Learning Process Chalk and board, Active Learning, Problem based learning

Module-2
loT Sensing and Actuation: lntroduction, Sensors, Sensor Characteristics, Sensorial Deviations,
Sensing Types, Sensing Considerations, Actuators, Actuator Types, Actuator Characteristics.

Textbook 1: Chapter S - 5,1 to 5.9
Teaching-Learning Process Chalk and board, Active Learnin& Demonstration

Module-3
loT Processing Topologies and Types: Data Format, Importance of Processing in loT, Processing

Topologies, IoT Device Design and Selection Considerations, Processing Omoading.

pRtNCrpAL
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CIE methods /question paper has to be designed to attain the different levels of Bloom's
taxonomy as per the outcome defined for the course.
Semester End Examination:
Thcrrry SEE will be conducted by L:n:!.ri.::\ r- )r: lire.cheduled time:.r51.' '.(:lir Lr)::):::o:r q:reil:r)tl

papers lor the subject (duration 03 hours)
1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored

shall be proportionally reduced to 50 nrarks

2. There will be 2 questions from each module. Each ofthe two questions under a module [with a

maximum of3 sub-questions), should have a mix oftopics under that module.

The students have to answer 5 full questions, selecting one full question from each module

Suggested Learning Resources:

Textbooks
1. Mastering Blockchain - Distributed ledgers, decentralization and smart contracts explained,

Imran Bashir, Packt Publishing Ltd, Second Edition, ISBN 978-1-7A712-54+5'2077.
2. Arvind Narayanan, loseph Bonneau, Edward W. Felte[ Andrew Miller, Steven Goldfeder and

leremy Clark., Bitcoin and Cryptocurrency Technologies: A Comprehensive lntroduction.
Princeton University Press, 2016.

Reference:
1. Mastering Bitcoins: unlocking Digitzl cryptocurrencies by Andreas Antonopoulos. o'Reilly

20t3.Med

http;//bitcoinboolccs.princeton.edu/? 8a=2.8302578.13447214326.1642688462-
863A3721.1642644462
https://nptel.ac.in/courses/106/105/106105184/
https://ettereurnorg/en/developers/

1.

2.

3.

4.

Weblinks and Video Lectures (e'Resources):

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning

PRINCIPAL
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How to Store and Use Bitcoins: Simple Local Storage, Hot and Cold Storage, Splitting and Sharing

Keys, Online wallets and Exchanges, Payment services, Transaction Fees, currency Exchange Markets

Textbook2: Chapter 3,4

Teaching-Learning Process Chalk and board, Problern based learnin& Demonstration, MOOC

PRINCIPAL
SIET., TUMAKURU
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Module-4

Bitcoin Mining: The task ofBitcoin miners, Mining Hardware, Enerry consumption and ecology,

Mining pools, Mining incentives and strategies,

Bitcoin and Anonymity: Anonymity Basics, How to De-anonymize Bitcoin, Mixin& Decentralized

Mixin& Zerocoin and Zerocash,

Textbookz: Chapter 5,6
Chalk& board, Problem based learning MOOCTeaching-Learning Process

Module-5
Smart Contracts and Ethereum 101;
Smart Contracts: Defi nition, Ricardian contracts

Ethereum 101: lntroduction, Ethereum blockchain, Elements of the Etlereum blockchain,
Precompiled contracts.

Textbook 1: Chapter 10
Teaching-Learning Process Chalk and board, MOOC, Practical Demonstration

Course OutcoDes
At the end ofthe course the student will be able to:

CO 1. Describe the concepts of Distrbuted computing and its role in Blockchain
CO 2. Describe the concepts of Cryptography and its role in Blockchain
CO 3. List the benefits, drawbacks and applications of Blockchain
CO 4. Appreciate the technologies involved in Bitcoin
CO 5. Appreciate and demonstrate the Ethereum platform to develop blockchain application.

Assessment Details (both CIE and SEE)

The weightage ofContinuous Internal Evaluation [ClE) is 50% and for Semester End Exam (SEE) is 50%.
The minimum passing mark for the CIE is 40% o[the maximum marks [20 marks). A student shall be
deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/
course if the student secures not less than 350/6 (18 Marks out of 50) in the semester-end examination
(SEE), and a minimum of4096 (40 mark out of 100) in the sum total ofthe CIE (Continuous lnternal
Evaluation) and SEE (Semester End Examination) taken together
Continuous lnternal Evalua6on:
Three Unit Tests each of 20 Marks (duration 01 hour)

1. First test at the end of5s week ofthe semester
2. Second test at the end ofthe 1orh week ofthe semester

3. Third test at the end ofthe 15s week oftle semester

Two assignments each of 1O Marks
4. First assignment at the end of46 week ofthe semester

5. Second assignment at the end of9d week ofthe semester

Group discussion/Seminar,/quiz any one ofthree suitably planned to attain the COs and POs for 20
Marks (duration 01 hours)

6. At the end ofthe 13s week ofthe semester
The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks
and will be scaled down to So marks
(to have less stressed CIE, the portion ofthe syllabus should not be common /repeated for any ofthe
methods ofthe CIE. Each method ofClE should have a different syllabus portion ofthe course).



VII Semester

BLOCKCHAIN TECHNOLOGY
Course Code 21C-57 34

3:0:0:0
40

CIE Ma rks
SEE Malks
Total Marks

50
Teachi Hours Week
Total Hours of Peda

;n
100

03 Exam Hours 03Credits

CLO 1. Explain the fundamentals of distributed computing and blockchain
CLO 2. Discuss the concepts in bitcoin
CLO 3. Demonstrate Ethereum atform

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method (L) need not to be only a traditional lecture method, but alternative

effective teaching methods could be adopted to attain the outcomes.

Use ofVideo/Animation to explain functioning ofvarious concepts.

Encourage collaborative (Group Learning) Learning in the class.

Ask at least three HOT (Higher order Thinking) questions in the class, which promotes

critical thinking.
Adopt Probtem Based Learning (PBL), which fosters students' Analytical skills, develop

design thinking skills such as the ability to design, evaluate, generalize, and analyze

information rather than simply recall it
Introduce Topics in manifold representations.

Show the different ways to solve the same problem with different circuits/lodc and

encourage the students to come up with their own creative ways to solve them'

Discuss how every concept can be applied to the real world - and when that's Possible, it

2.

J.

4.

5.

6.

7.

8.
helps improve the students' understanding.

outcomes.

1.

Module-1

blockchain, CAP theorem and blockchain, Benefits and limitations ofblockchain'

Decenh.aliT2tion and cryptography: Decentralization using blockchain, Methods of decentralization,

Routes to decentralization, Decentralized organizations.

Textbook 1: 2

ain, lntroduction to blockchain, T)Des ofBlockchain 101: Distributed systems, History of blockch

Chalk and board, Active Learning - Oral presentationsTeaching-Learning Process
Module-2

lntroduction to Cryptography & Cryptocurrencies: Cryptograp

and Data Structures, Digital Signatures, Public Keys as Identities, A Simple Cryptocurrency,

How Bitcoin Achieves Decentratizition: Dishibuted consensus, Consensus without identity using a

block chain, lncentives and proof ofwork, Putting it all together,

Textbook 2; Chapter 1,2

hic Hash Functions, Hash Pointers

Chalk and board, DemonstrationTeaching-Learning Process
Module-3

Mechanics ofBitcoin: Bitcoin transactions, Bitcoin Scripts, AP

blocks, The Bitcoin network, Limitations and improvements

plications of Bitcoin scripts, Bitcoin

PRINCIPAL
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5. At the end ofthe 13rh week ofthe semester

The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks

[to have less stressed CIE, the portion of the syllabus should not be commol) /repeited for any of the

methods ofthe CIE. Each nrethod of CIE should have a different syllabus portion of the course).

cIE methods /question paper has to be desiped to attain the different levels of Bloom's

taxoromy as per the outcome defined for tbe course.

Semest€r End Examination:
Theory SEE will be conducted by University as per tle scheduled timetable, with common quesdon

papers for the subiect (duration 03 hours)
1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored

shall be proportionally reduced to 50 marks
2. There witl be 2 questions from each module. Each of the two questions under a module (with a

maximum of 3 sub-questions), should have a mix oftopics under that module.

The students have to answer 5 full estions, selecti one full n from each module

pR!NCrpAL
SIET TIJi,AK,JFLI

Textbooks
1. William Stallings: Cryptography and Network Security, Pearson 6th edition.

Reference:
1. V. K Pachghare: Cryptography and Information Security, PHI 2nd Edition
2. BehrouzAForuzan, Cryptopraphy and Network Security, Tata Mccraw Hill 2007.

https://nptel.ac.in,/courses,/ 1 06 10503 1

https://onlinecourses.nptel.ac.in/noc27 _cs7 6
https://www.digimaLin/nptel/courses/video/106105031
https://www.youtube.com/watch?v=DEqjC0G5 KwU
https://www.youtube.com/watch?v=FqQTTWvOaus
https://www.youtube.com/watch?v=PHsa_Ddgx6w

Weblinks and Video Lectures (e-Resources):

Activity Based Leaming (Suggested Activities in Class)/ Pracltcal Based Iearning:
Proiect based learning:

1. Implement classical, symmetric and asymmetric algorithms in any preferred language
2. Evaluate network security protocol using any simulator available
3. Conduct a comprehensive literature survey on the protocols and algorithms
4. ldentify the security threats and models ofsecurity threats
5. Implement factorization algorithms and evaluate their complexity, identiry a technologies to

factorize a large prime number.

M-,* qs*-+*,



Key Management and Distribution: Symmetric key distribution using S)ammetric encryption, A key
distribution scenario, Hierarchical key control, session key lifetime, a transparent key control scheme,
Decentralized key control, controlling key usage, Synmetric key distribution using asymmetric
encryption, sin]ple secret key distribution, secret ke!, distribution with confidentlil;tv and

i authentication, A hybrid scheme, distribution of public keys, public announcemeDt ol pLrb)ic keys,
publicly available directory public key authority, public keys certificates.

Textbook 1r Cha t4.t - 14.3
LeaT Process Chalk and board, Problem based learni Demonstration

Module-4

Public key infrastructure.

User Authentication: Remote user Authentication principles, Mutual Authentication, one-way

authentication, remote user Authentication using Symmetric encryption, Mutual Authentication, one-

way Authentication,

Kerberos, Motivation, Kerberos version 4, Kerberos version 5, Remote user Authentication using

Asymmetric encryption, Mutual Authentication, one-way Authentication.

Textbook 1: Ch r 14.4 - lS.4

X-509 certificates. Certificates, X-509 version 3

Chalk& Problem based learnTeach Learn Process
Module-5

Electronic Mail Security: Pretty good privacy, S/MIME,

Ip security: IP Security overview, IP Security policy, Encapsulating security payload, combining

security associations, lnternet key exchange.

19.1, 19 20.r - zo.5Textbook 1:
Chalk and board, Problem based learniTeach Learn Process
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course Outcomes
At the end ofthe course the student will be able to

Assessment Detaits (bott CIE and SEE)

The \,veightage ofcontinuous lnternal Evaluation (cIE) is 5096 and for Semester End Exam (sEE) is 50%.

The minimum passing mark for the CIE is 40% ofthe maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allofted to each subject/

course if the student secures not less than 35% (18 Marks out of 50) in the semester-end examinadon

(SEE), and a minimum of 4096 (40 marks out of l0O) in t}le sum total of the CIE [Continuous Internal

Evaluation) and SEE (Semester End Examination) taken together

Continuous hterDal Evaluation:
Three Unit Tests each of20 Marks (duration 01 hour)

1. First test at the end o[5s week of the semester

2. Second test at tlle end ofthe 10d week ofthe semester

3. Third test at the end ofthe 156 week ofthe semester

Two assignments each of 1O Marks
4. First assignment at the end of4s u,eek ofthe semester

5. Second assignment atthe end of96 week of the semester

Group discussion/Seminar/quiz any one of three suitably planned to attain the cos and Pos for 20

Marks (duration 01 hours)

\n*r"- qj--f"
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Vll Semester

Course Code
Teachin Hours Week
Total Hours oI Peda

CRYPTOGRAPHY AND NETWORK SECURITY
21CS733 CIE Marks

sEE Marks
50
50
100o

L:T:P: S 3:0:0:0
40 Total Marks
03 Exam Hours

CLO 1. To understand Cryptography, Network Security and its principles
CLO 2. To Analyze different Cryptography algoritlms
CLO 3. To tllustrate Public and Private key cryptography
CLO 4. To Explain Key management, distribution and certification
CLO 5. To understand necessary Approaches and Techniques to build protection mechanisms in

course Learning obiectives;

order to secure computer networks.
Teaching-Learning Process (Gencral Instructions)

These are sample Strategies; which teacher can use to accelerate the attainment of the various course
outcomes.

1. Lecturer method (L) need not to be only a traditional lecture method, but alternative effective
teaching methods could be adopted to attain the outcomes.

2. Use of Video/Animation to explain functionin8 ofvarious concepts.
3. Encourage collaborative (Group Learning) Learning in tlre class.
4. fuk at least three HOT (Higher order Thinking) questions in the class, which promotes critical

thinking.
5. Adopt Problem Based Learning (PBL), which fosters students' Anal)tical skills, develop design

thinking skills such as the ability to design, evaluate, generalizg and analfze information rather
than simply recall it

6. Introduce Topics in manifold representations.
7. Show the different ways to solve the same problem with different encryption techniques and

encourage the students to come up with tleir own creative ways to solve them.
8. Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve tie students' understanding.
Module-1

Classical Encryption Techniques: Sl/mmetric Cipher Model, Cryptograph, Cryptanalysis and Brute-
Force Attack, Substitution Techniques, Caesar Ciphel Monoalphabetic Cipher, Playfair Cipher, Hill
Cipher, Polyalphabetic Cipher, One Time Pad.

Block Ciphers and the Data Encryption Standard: Traditional block Cipher structure, Stream Ciphers
and Block Ciphers, Motivation for the Feistel Cipher structure, the Feistel Cipher, The data encryption
standard, DES encryption, DES decryption, A DES example, results, the avalanche effect, the strength of
DES, the use of 56-Bit Keys, the nature of the DES algorithm, timing attacks, Block cipher design
principles, number of rounds, design of function F, key schedule algorithm

Textbook 1: Chapter 2,3
Teaching-Learninq Process Chalk and board, Active Learnin& Problem based learning

Module-2
Public-Key Cryptography and RSA: Principles ofpublic-key crlptosystems. Public-key cryptosystems.
Applications for public-key cryptosystems, requirements for public-key cryptosystems. public-key
cryptanalysis. The RSA algorithm, description of the algorithm, computational aspects, the security of
RSA.

Other Public-Key Cr!rytosystems: Diffie-Hellman key exchange, The algorithm, key exchange
protocols, man in the middle attack, Elgamal Cryptographic systems.

Textbook 1: Chapter 9, 1O

Teachinp-Learning Process Chalk and board, Active Learninq, Demonstration
Module-3

PRINCIPAL
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Group discussion/Seminar/quiz any one of th ree suitably planned to attain the COs and POs for20
Marks (duration O1 hours)

6. At the end of the 13rr, !1,eek o!' the seu)oster
I'he sunt ofthree tests, two assignlrents, an(i qLriz/seminar/group discussron rvrll be our ol 100 marks
and will be scaled down to 50 marks

[to have less stressed CIE, the portion of the syllabus should not be common /repeated for any ofthe
methods ofthe ClE. Each method ofClE should have a different syllabus portion ofthe course).

CIE metlods /question paper has to be designed to attain the different levels of Bloom's
taxonomy as per dre outcome defined for the cour.se.

Semester End Examination:

The students have to answer 5 full questions, selecting one full question from each module

Textbooks
1. Rafael C. Gonzalez and Richard E. Woods, Digital Image Processin& Third Ed., Prentice Hall,

2008.
2. S. Sridhaa Digital Image Processin& Oxford University Press, 2"dEdition, 2016

Reference:
1. Digital Image Processing- S.,ayaraman, S.Esakkiraian, T.Veerakumar, TataMcGraw Hill 2014'

2. Fundamentals ofDigital Image Processing-A. K ,ain, Pearson 2004

Weblinks and Video Lectures (e-Resources):

1. https://https://nptel.ac.in/courses/106/105/106105032/
2. https://github.com/PrajwalPrabhuiisc/lmage-processing-assignments

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning

Demonstration of finding the histoBram from grayscale image, to check the low pass filter properties,

filtering the images using Gaussian low pass filter, etc... using B^hon programming

Practical Based Assignment like following or any topic which is in-line with the course requirement.

Students shall present and demonstrate their work at the end ofsemester.

. Program to show rotation, scalin& and translation ofan image.

o Read an image and extract and display low-level features such as edges, textures using

filtering techniques
. Demonstrate enhancing and segmenting low contrast 2D images.

o To Read an image, first apply erosion to the image and then subtract the result from the

original.

PRINCIPA'.
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Theory SEE will be conducted by University as per the scheduled timetable, with common question

papers for tlre subject (dura6on 03 hours)

1. The question paper will haye ten questions. Each question is set for 20 marks. Marks scored

shall be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each of the two questions under a module (with a

maximum of 3 sub-questions), should have a mix oftopics under that module.



Restoration: Noise models, Restoration in the Presence of Noise Onlyusing Spatial Filtering and

Frequency Domain Filtering Linear. Position-lnvariant Degradations, Estimating the Degradation

Function, tnverseFiltering, Minitntrln Mean Square Error [Wiener] Filtering, ConstrainedLeast Squares

Filterin g.

Textbook 1: Cha r 5; Sections 5.2, to 5.9
1. Chalk and boardTeaching-Learning Process

Module-4

Color Image Processing: Color Fundamentals, Color Models, Pseudo

Wavelets: Background, Multiresolution Expansions

Morphological tmage Processing: Preliminaries, Erosion and Dilation, opening and closin& The Hit'
or-Miss Transforms, Some Basic Morphological Algorithms

Text Chapter 6: Sections 6.1to 6.3, Chapter 7: SectionsT.l and7.2, Chepter 9: Sections 9.1 to
9.5

color Image Processing.

l.Chalk& board
2.Demonstartion of Case study /Application for wavelet transfer

method

Teaching-Learning Process

Module-5

Segmentation: Intxoduction, classification of image segmentation algorithms, Detection of
Discontinuities, Edge Detection, Hough Transforms and Shape Detection, Corner Detection, Principles
ofThresholding

Representation and Description: Representation, Boundary descriPtors.

Textz: Chapter 9: Sections 9.1, to 9.7 and Text 1: 11: Sections 11.1and 11.2
l.Chalk and board, MOOC.

2. Poster making activity for various image segmentation

algorithms

Teaching-Learning Process

Course Outcomes
At the end ofthe course the student will be able to:

CO 1. Understand the fundamentals of Digital Image Processing.
CO 2. Apply different Image transformation techniques
CO 3. Analyze various image restoration techniques
CO 4. Understand colourimage and morphological processing

CO 5. Design image analysis and segmentation techniques

Assessment Details (both CIE and SEE)

The weighage ofContinuous Internal Evaluation (ClE) is 50% and for Semester End Exam (SEE) is 50%.

The minimum passing mark for the CIE is 40% ofthe maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each sub.iect/

course if the student secures not less than 35% [18 Marks out of 50) in the semester-end examination

(SEEJ, and a minimum of 4lo/o (40 marks out of 100) in the sum total of the CIE (Continuous Internal

Evaluation) and SEE (Semester End Examination) taken together

Three Unit Tests each of 20 Marks (duration 01 hour)

1. First test at the end of5h week ofthe semester

2. Second test at the end ofthe 10t week oftfie semester

3. Third test at the end ofthe 15't'week ofthe semester

Two assignments each of 1O Marks

4. First assignment at the end of 4ri week of tie semester

5. Second assignment at the end of9s week of tie semester ["

Continuous lnternal Evaluation:

^,*Y
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Vll Semester

Course Code
Teachi llouls Week
Total Hours of Peda

I

DIGITAL IMAGE PROCESSING
21,C57 32 CIE Marks
3:0:0:0

Total Marks
50
10040

CrediLs 03 Exam Hours 03

CLO 1. Understand the fundamentals ofdigital image processing
CLO 2. Explain the image transform techniques used in digital image processing
CLO 3. Apply different image enhancement techniques on digital images
CLO 4. Evaluate image restoration techniques and methods used in digital imageprocessing
CLO 5. Understand the Morphological Operations and Segmentation used in digital

rocesst

Course Learning Obiectives

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method [L) need not to be only a traditional lecture method, but altemative

effective teaching methods could be adopted to attain the outcomes.

Use ofVideo/Animation to explain functioning ofvarious concePts.

Encourage collaborative (Group Learnin8) Learning in t}te class.

Ask at least three HOT (Higher order Thinking) questions in the class, which promotes

critical thinking.
Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop

design thinking skills such as the ability to design, evaluate, generalize, and analfze

information rather than simply recall iL
Introduce Topics in manifold representations.

Show the different ways to solve the same problem with different circuits/logic and

encourage tJIe students to come up witJl their own creative ways to solve them'

Discuss how every concept can be applied to the real world - and when that's possible, it

2.

3.

4.

5.

6.

7.

8.

helps improve the students' understanding.

outcomes,

1.

Module-1

Digital Ima8e Fundamentals: What is Digital Image Processing?

Examples offields that use DIP, Fundamentalsteps in Digital Image

Processingsystem, Elements of Visual Perception, Image Sensing a

Originsof Digital Image Processin&
Processin& Components ofan lmage
nd Acquisition, Image Sampling and

Quantization, Some Basic Relationships BetweenPixels, Linear and Nonlinear Operations

Textbook 1: Ch rland 2: Sections 2.1 to 2.5,2.6.2

Chalk and board, Active Learning, Problem based learningTeaching-Learning Process
Module-2

Spatial Domain: Some Basic [ntensity Transformation Functions, Histogram
of Spatial Filterin& SmoothingSpatial Filters, Sharpening SPatial Filters

Ffequency Domain: Preliminary concepts, The Discrete FourierTransform (DFT) of Two Variables,

Properties of tlre 2-D DFT, Filtering inthe Frequency Domain, Image Smoothing and Image Sharpening

UsingFrequency Domain Filters, Selective Filtering-

4.5 to 4.1Or 4: Sections

Processing, Fundamentals

Textbook 1: r 3: Sections 3.2 to 3.6 and
1. Chalk and board, Active Learnin& Demonstration

2. taboratoryDemonstration
Teaching-Learning Process

Module-3

PB!r.lcleAl
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Theory SEE will be conducted by University as per the scheduled timetable, with common question

papers for the subiect Iduration 03 hours)
1. The question paper rvill have ten questions. Each qtlestion is set for 20 marks' Marks scored

shall be proporllonrlly reduced to 50 marks

2. There will be 2 questions from each module. Each o[ the two questions under a module (with a

maximum of 3 sub-questions), should have a mix of topics under that module'

The students have to answer 5 full estio selectin one full uestion from each module

PRINCIPAL ..
SlEt , TUMAKIJT{u

suggested Learning Resources:

Textbooks
1. Michael Blaha,lames. Rumbaugh: Obiect oriented Modelling and Design with UML,znd Edition,

Pearson Education,2005
2. satzinger, lackson and Burd: Obiect-Oriented Analysis & Design with the Unified Process,

Cenga8e Learnin& 2005.
3. Erich Gamma, Richard Helm, Ralph lohnson and iohn Vlissides: Design Patterns -Elements of

Reusable Object-Oriented Software, Pearson Education,z007.

Reference:

1. Grady Booch eL al.: Obiect-Oriented Analysis and Design with Applications,3'd Edition,Pearson
Education,2007.

2. Frank Buschmann, RegineMeunier, Hans Rohnert, Peter Sommerlad, Michel Stal: Pattern -
Oriented Software Architecture. A system ofpatterns, Volume 1, lohn Wiley and Sons.z007.

3. Booch, Jacobson, Rambaugh : Oblect-Oriented Analysis and Design with Applications, 3d
editioq pearson, Reprint 2013

Weblinks and Video Lectures (e-Resources):

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning



a problem statemenl Domain Analysis: Ovcrview ofanalysis; Domain Class model: Domain state model;
Donlain interaction model; Iterating the analysis.

Textbook- 1:Chapter- 10,11,and 12

Trachi ng-Learning Process Chalk and board. Demonstration

Module-4
Use case Realization:The Design Discipline within up iterations: Obiect Oriented Design-The Bridge
between Requirem€nts and lmplementation; Design Classes and Design within Class Diagrams;
lnteraction Diagrams-Realizing Use Case and defining methods; Designing with Communication
Diagrams; Updadng the Design Class Diagram; Package Diagrams-Structuring the Major Components;
lmplementation lssues for Three-Layer Design.
Textbook-2: Chapter 8: page 292 to 346

Teaching-Learning Process Chalk and board, Demonstration

Module-5
Design Patterns: lntroduction; what is a design pattern?, Describing design patterns, tlte catalogue of
design patterns, Organizing the catalogue, How design patterns solve design problems, how to select a
design patterns, how to use a design pattern; Creational patterns: prototype and singleton (only);
structural patterns adaptor and proxy (only).
Textbook-3: Ch-1: l.L, 1.3, 1.4, l,S, 1.6 1.7, 1.8,Ch-3,Ch-4,

Chatk and board, DemonstrationTeaching-Learning Process

Course Outcomes
At the end of the course the student will be able to:

C0 1. Describe the concepts of obiect-oriented and basic class modelling.
CO 2. Draw class diagrams, sequence diagrams and interaction diagrams to solve problems.

Co 3. Choose and apply a bentting design pattern for the given problem.

Assessment Detaits (both CIE and SEE)

The weightage ofcontinuous Internal Evaluation (clE) is 5096 and for semester End Exam (sEE) is 50%.

The minimum passing mark for the CIE is 40% of the maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subject/

course if the student secures not less than 35% (18 Marks out of 50J in t}le semester-end examination

(SEE), and a minimum of 4\o/o (40 marks out of 100) in the sum total of the CIE (Continuous lnternal

Evaluation) and SEE (Semester End Examination) taken together

Continuous lnternal Evaluatiotr:
Three Unit Tests each of2O Marks (duration 01 hour)

1. First test at t}Ie end of 5d week ofthe semester

2. Second test at the end ofthe 10s week ofthe semester

3. Third test at t}le end of the 15'r' week of the semester

Two assignments each of 10 Marks
4. First assignment at the end of4s week ofthe semester

5. Second assignment at the end of 9& week of the semester

Group discussion/Seminar/quiz any one oftlree suitably planned to attain the COs and POs for 2O

Marks (duration o1 hours)
6. At the end oftie 13s week oftie semester

The sum of three tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks

and will be scaled down to 50 marks
(to have less stressed clE, the portion ofthe syllabus should not be common /repeated for any ofthe

methods ofthe CtE. Each method ofCIE should have a different syllabus portion ofthe course).

CIE metlods /question paper has to be designed to attain the different levels of Bloom's

taxonomy as per the outcome defined for the course.

Semester End Examination: \ 0 o--^--'i,',

PRINCIPAL
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Vll Semester

Course Code

Teachi Hours Week
Total Hours of Peda

OB ECT ORIENTED MODELING AND DESIGN

2lcs731 CIE Marks
3:0:0:0 SEE Marks
.10 Total Marks

50
50
100

Describe the concepts invotved in Object-Oriented modelling and their benefits'

Demonstrate concept ofuse-case model, sequence model and state chart model for a given

problem.
Lxplain the facets of the unified process approach to design and build a Software system'

Translate the requirements into implementation for obiect Oriented design.

Choose an appropriate design pattern to facilitate development procedure.

03Exam Hours03Credits
course Learning Obiectives

clo 1.

cLo z.

CLO 3.
cLo 4.
clo 5.

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

Lecturer method (LJ need not to be only a traditional lecture method, but alternative
effective teaching methods could be adopted to attain the outcomes.
Use ofVideo/Animation to explain functioning ofvarious concepts'
Encourage collaborative (Group Learning) Learning in the class.

fuk at least three HOT [Higher order Thinking) questions in the class, which promotes
critical thinking.
Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop
design thinking skills such as the ability to design, evaluatg generalize, and analfze
information rather than simply recall it
Introduce Topics in manifold representations.
Show tlre different ways to solve the same problem with different circuits/logic and
encourage the students to come up witJr their own creative ways to solve them.
Discuss how every concept can be applied to the real world - and when that's possible, it
helDs imDrove the students' understanding.

2.
3.
4.

5.

6.
7.

8.

outcomes.
1.

Module-1
Advanced obiect and class concepts; Association ends; N-ary associations; Aggregation; Abstract classes;
Multiple inheritance; Metadata; Reification; Constraints; Derived Data; Packages. State Modeling:
Events, States, Transistions and Conditions, State Diagrams, State diagram behaviour.

Textbook-1: 4, 5

Teaching-Learning Process Chalk and board, Demonstration

Module-2
UseCase Modelling and Detailed Requirements; Overview; Detailed obiect-oriented Requirements
definitions; System Processes-A use case,/Scenario view; Identifuing lnput and outputs-The System
sequence diagram; Identifying Obiect Behaviour-The state chart Dia8ram; Integrated Object-oriented
Models.

Teaching-Learning Process Chalk and board, Demonstration

Module-3
Process Overview, System Conception and Domain Analysis: Process Overview: Development stages;
Development life Cycle; System Conception: Devising a system concept; elaborating a concept; preparing

.,rli['tl^tft*
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Textbook-2:Chapter- 6:Page 210 to 250



6. At the end of the l3th week of the semester
The sum ofthree tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks
and will be scaled down to 50 marks

(to have less stressc<l (ill'1, tlto irolttni: a'l thc syllabus should lot be conrnton /l (fpotted for any ol the
methods ofthe CIE. Each nrethod ofClE should have a different syllabus portion ofthe courseJ.

CIE methods /question paper has to be designed to attain the different levels of Bloom's
taxonomy as per the outcome defined for the course.

Semester End Examination:

Theory SEE will be conducted by University as per the scheduled timetable, with common question
papers for the subiect (duration 03 hours)

1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored
shall be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each ofthe two questions under a module (with a
maximum of2 sub-questions), should have a mlx oftopics under that module.

The students have to answer 5 full questions, selecting one full question from each module

1. Rajkumar Buyya, Christian Vecchiola, and Thamrai Selvi Mastering Cloud Computing McGraw
Hill Education.

2. Dan C Marinescu, Cloud Compting Theory and Practice, Morgan Kauftnann, Elsevier 2013

Reference Books

1- Toby Velte, Anthony Velte, Cloud Computing: A Practical Approach, Mccraw-Hill osborne
Media.

2. George Reese, Cloud Apptication Architectures: Building Applications and Infrastructure in the
Cloud, O'Reilly Publication.

3. fohn Rhoton, Cloud Computing Explained: Implementation Handbook for Enterprises,
Recursive Press.

Textbooks

Weblinks and Video Lectures (e-Resources);
. https://wwwyoutube.com/watch?v=1N3oqYhzHv4
. https://wwu'.youtube.com/watch?v=RW8W-Cgdlk0

Activity Based Learning (Suggested Activities in Class)/ Practical Based learning

PRlNctpAL
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Suggested Learning Resources:



Chalk and board, Demonstration

Module-4

Cloud Security: Risks, Top colcern lor clottd users, privacy impact assesslrlent' tl-llsi' OS security, VM

Security, Security Risks posed by shared images and management OS

Textbook 2: Chapter 9: 9.1 to 9.6,9.8,9.9

Teaching-Learning Process

Chalk and boardTeaching-Learning Process

Module-5

Cloud Platforms in lndustry
Amazon web services: - Compute services, Storage services, Communication services' Additional

services. Google AppEngine: - Architecture and core concepts, Apptication life cycle, cost model,

Observations.

Textbook 1: Chapter 9; 9.1 to 9.2

Cloud Applications:
Scientifii applications: - HealthCare: ECG analysis in the cloud, Biolory: gene expression data analysis

for cancer diagnosis, Geoscience: satellite image processing. Business and consumer applications: CRM

and ERP, Social networking, media applications.

Textbook 1: Chapter 10: 10.1 to 10.2

Chalk and boardTeaching-Learning Process

Course outcome (Course Skill Set)

At the end of the course tie student will be able to:

CO 1. Understand and anallze various cloud computing pladorms and service provider'

CO 2. Illustrate various virtualization concepts.

CO 3. Identify the architecture, infrastructure and delivery models of cloud computing'

CO 4. Understand the Security aspects of CLOUD.

CO 5- Define platforms for development of cloud applications

Assessment Details (both CIE and SEE)

The weightage ofcontinuous lnternal Evaluation (clE) is 5o%o and for semester End Exam (sEE) is 50o/o.

The minimum passing mark for the clE is 40% of the maximum marks (20 marks). A student shall be

deemed to have satisfied the academic requirements and earned the credits allotted to each subiect/

course if the student secures not less than 35% (18 Marks out of 50J in the semester-end examination

[SEE), and a minimum of 4oo/o (4o marks out of 100) in the sum total of the clE (continuous lnternal

Evaluation) and SEE (semester End Examination) taken together

Continuous Internal Evaluation:

Three Unit Tests each of 20 Marks (duration 01 hour)

1. First test at the end of 5th week ofthe semester

2. Second test at the end ofthe 10u week ofthe semester

3. Third test at the end of the 15s week of the semester

Two assignments each of 10 Marks

4. First assignment at the end of4d week ofthe semester

5. Second assignment at the end of 9th week ofthe semester

Group discussion/seminar/quiz a ny one of three suitably planned to attain the cos and Pos for20

Marks (duration 01 hours)

)



Vll Semester

CouEe Code I ztistz (lll Marks
SL:E Marks
Total Marks

50
50
100

Teach rn Horr rs Week
Total Hours of Peda

L:T:P: S 2:0:0:0
24

Credits 02 Exam Hours 03

CLO 1. Introduce the rationale behind the cloud computing revolution and the business drivers
CLO 2. Introduce various models of cloud computing
CLO 3. lntroduction on how to design cloud native applications, the necessary tools and the design

tradeoffs.
CLO 4. Realize the importance ofCloud Virtualization, Abstraction's and Enabling Technologies and

cloud security

Course Learning Obiectives:

Teaching-Learning Process (General Instructions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course
outcomes.

1. Lecturer method (L) does not mean only traditional lecture method, but different type of
teachinB metiods may be adopted to develop the outcomes.

2. Show Video/animation films to explain functioning ofvarious concepts.
3. Encourage collaborative (Group Learning) Learning in the class.
4. Ask at least three HOT (Higher order Thinkingl questions in the class, which promotes critical

thinking.
5. Adopt Problem Based Learning [PBL), which fosters students'Analytical skills, develop

thinking skills such as the ability to evaluate, generalize, and anallze information rather ttan
simply recall it

5. Topics will be introduced in a muluple representation.
7. Show the different wa)rs to solve the same problem and encourage the students to come up

$,ith their own creative ways to solve them.
8. Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve the students' understanding.

Module-1
lntroduction:
lntroduction ,Cloud Computing at a Glance, Historical Developments, Building Cloud Computing
Environments, Amazon Web Services (AWS), Google AppEngine, Microsoft Azure, Hadoop, Force.com
and Salesforce.com, Manirasoft Aneka

Textbook 1: Chapter 1: 1.1,1.2 and 1.3
Teaching-Learning Process Chalk and board, Active Learning

Module-2
Virtualization: Introduction, Characteristics ofVirtualized, Environments Taxonomy of
Virtualization Techniques, Execution Virtualization, Otier Types of Virtualization,
Vinualization and Cloud Computin& Pros and Cons ofVirtualization, Technologr Examples

Textbook 1 : ter 3: 3.1 to 3.6
Teaching-Learning Process Chalk and board, Active Learning

Module-3
Architecture: Introduction. Cloud Reference Model, Types of Clouds, Economics ofCloud Computing

Textbook l: Chapter 4: 4.1 to 4.5

the Cloud, Open Challenges

)

CLOUD COMPUTING
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Activity Based Learning (suggested Activities in Class)/ Practical Based learning

Mini Proiect Topics for Practical Based Learnin8 :Search Engine optimization, Social Metita

Reputation Monitoring, Equity Research, Detection of Clobal Suicide rate, Find the Percentage of

Pollution in lndia, Analyze crime rate in India, Health Status PredictiorL Anomaly Detection in cloud

server, Tourist Behaviour Analysis, BusBest Not limited to above topics

\o*,"^,ry
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4. hftps / / w ebz.qatar.cmu.edu/-mhhammou/ 1 5440-f19/ recitations/Project4-Handout-pdf



'fhree Unit Tests each of 20 Marks (duration O1 hour)

I First test at the end oi 5r,, \\'!,.k oi : ie ienres-ter

2. Second test at the end of the 10:;. week of the semester
3. Third test at the end of the 15tb week of the semester

Two assignments each of 10 Marks

4. First assignment at the end of4d week ofthe semester
5- Second assignment at the end of9tr week ofthe semester

Group discussion/Seminar/quiz any one ofthree suitably planned to attain the COs and POs for 2O

Marks (duration 01 hours)

6. Atthe end ofthe 13th week ofthe semester

The sum of three tests, two assignments, and quiz/seminar/group discussion will be out of 100 marks
and will be scaled down to 50 marks

(to have less stressed ClE, the portion ofthe syllabus should not be common /repeated for any of the
methods oftlre CtE. Each method ofCIE should have a different syllabus portion ofthe course).

CIE methods /question paper has to be designed to attair the ditrerent levels of Bloomt
taxonomy as per the outcome defined for the course.

Semester End Examination:

Theory SEE will be conducted by University as per the scheduled timetable, with common question
papers for the subiect (duration 03 hours)

1. The question paper will have ten questions. Each question is set for 20 marks. Marks scored shall
be proportionally reduced to 50 marks

2. There will be 2 questions from each module. Each ofthe two questions under a module (with a

maximum of3 sub-questionsl, should have a mix oftopics under that module.
The students have to answer 5 full questions, selecting one full question from each module
Suggested Learning Resources:
Textbooks

1. Rai Kamal and Preeti Saxena, "Big Data Analytics lntroduction to Hadoop, Spark, and Machine-
Learning", McGraw Hill Education, 2018 ISBN: 97893531 64966, 9353164966

2- Douglas Eadline, "Hadoop 2 Quick-Start Guide: Learn the Essentials of Big Data Computing in
the Apache Hadoop 2 Ecosystem", 1 stEdition, Pearson Educarion, 2016. ISBN13: 978-
9332570351

Reference Books
1. Tom White, "Hadoop: The Definitive 6uide",4 th Edition, O"Reilly Media,201S.ISBN-13:978-

9352130672
2. Boris Lublinsky, Kevin T Smith, Alexey Yakubovich, "Professional Hadoop Solutions", 1

stEdition, Wrox Press, 2014lSBN-13: 97 8-A12655707 7

3. Eric Sammer, "Hadoop Operations: A Guide for Developers and Administrators",l stEdition,
O'Reilly Media, 20 I 2.lSBN-13: 978-9350239261

4. ArshdeepBahga, Vijay Madisetti, "Big Data Analytics: A Hands-On Approach", 1st Edition, VPT

Publications, 201.8. ISBN-13: 978-0996025577

1. https://www.J,/outube.com/watch?v=n Krer6YWY4 . A
2. https: //onlinecourses.nptel,ac.in/noc20 csa2/preview \n_.-"r"- Ury
3. https://www.digimauin/nptel/courses/video/106104189/L01.html '--'' -^,.,",oo1

Weblinks and Video Lectures (e-Resources);

srEr..

Continuous lnternal Evaluation:



Textbook 2: Chapter 7 (except walk throughs)

1. Chalk and Board '

2. LaboratoryDemonstration

Module-3

NoSQL Big Data Management, MonSoDB and Cassandra: lntroduction, N

Architecture Patterns, NoSQL to Manage Big Data, Shared-Nothing Arch
oSQL Data Store, NoSQL Data
itecture for Big Data Tasks,

Textbook 1: Chapter 3: 3.1-3.7

MongoDB, Databases, Cassandra Databases.

Chalk and Board

Laboratory Demonstration
1

2

Teaching-Learning Process

Module-4

Introduction, MapReduce Map Tasks, Reduce Tasks and Ma

Textbook 1: Chapter 4t 4.1-4.6

pReduce Execution, Composing MapReduce

for Calculations and Algorithms, Hive, HiveQL, Pig.

1. Chalk and Board

2. LaboratoryDemonstration
Teaching-Learning Process

Module-s

Machine Learning Algorithms for Big Data Analytics: In

outliers, variances, Probability Distributions, and correlations, Regression analysis, Finding Similar

Items, Similarity ofSets and Collaborative Filterin& Frequent ltemsets and Association Rule Mining.

Text, Web content, Link and social Network Analytics: Introduction, Text mining, web Mining web

content and web usage Analytics, Page Rank, structure of web and analyzing a web Graph, social

Network as Graphs and Social Network Analytics:

troduction, Estimating the relationships,

Textbook 1: Chapter 6: 6'1 to 6.5

Textbook 1: Chapter 9: 9.1 to 9.5
l. Chalk and Board

2. LaboratoryDemonstration
Teaching-Learning Process

Course outcome (Course Skill Set)

At the end ofthe course the student will be able to:

CO 1 . Understand fundamentals and aPplications of Big Data analytics

CO 2. Investigate Hadoop fiamework, Hadoop Distributed File system and essential Hadoop tools.

CO 3. ltlustrate the concepts of NoSQL using MongoDB and Cassandra for Big Data'

co 4. Demonstrate the MapReduce programming model to process the big data along with Hadoop

tools.

co 5. Apply Machine Learning algorithms for real world big data, web contents and social Networks

top rovide analytics with relevant visualization tools.

Assessment Details @oth CIE and SEE)

The weightage ofContinuous Internal Evaluation (CtE) is 5096 and for Semester End Exam (SEE) is 50%.

The minimum passing mark for the clE is 40% ofthe maximum marks (20 marks). A student shall be

deemed to have satisfied tlle academic requirements and earned the credits allotted to each subiect/

course if tlle student secures not less than 35% (18 Marks out of 50) in the semester-end examination

(sEE), and a minimum of 40Yo (40 marks out of 100) in the sum total of the clE (continuous lnternal

Evaluation) and SEE (Semester End Examination) taken together

PFINr.IPAL
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Vll Semester

Course Code
Teachi Hou rs Week L:T:P: S

BIG DATA ANALYTICS
27C.57 7

3:0:0:0 SEE Marks
CIE Marks 50

50
100Total Hours of Pedagogy 40 Total Marks
03Credits 03 Exam Hours

Course Learning obiectives:
CLO 1. Understand fundamentals and applications of Big Data analytics
CLO 2. Explore the Hadoop framework and Hadoop Distributed File system and essential Hadoop

Tools

CLO 3. Illustrate the concepts of NoSQL using MongoDB and Cassandra for Big Data

CLO 4. Employ MapReduce programming model to process the big data

CLO 5. Understand various machine Iearning algorithms for Big Data Analytics, Web Mining and

Social Nerwork Analysis.

Teaching-Learning Process (General InsEuctions)

These are sample Strategies, which teachers can use to accelerate the attainment ofthe various course

outcomes.

1. Lecturer method (L) does not mean onlytraditional lecture method, but different type of
teaching methods may be adopted to develop the outcomes.

2. Show Video/animation films to explain functioning ofvarious concepts.

3. Encourage collaborative (Group LearningJ Learning in the class.

4. Ask at least three HOT (Higher order Thinking) questions in the class, which promotes critical

thinking.
5. Adopt Problem Based Learning (PBL), which fosters students' Analytical skills, develop

thinking skills such as the ability to evaluate, generalize, and analyze information rather than

simply recall iL
6. Topics will be introduced in a muldple representation.
7. Show the different ways to solve the same problem and encourage the students to come up

with their own creative ways to solve them.

8. Discuss how every concept can be applied to the real world - and when that's possible, it helps

improve the students' understanding.
Module-1

lntroduction to Big Data Analytics: Big Data, Scalability and Parallel Processing Designing Data

Architecture, Data Sources, Quality, Pre-Processing and Storin& Data Storage and Analysis, Big Data
Analytics Applications and Case Studies.

Textbook 1: Chapter 7t l.Z -1.7

Teaching-Learning Process Chalk and board
hnps: //www.voutube.com /watch?v=n Kre16YwY4

https://onlinecourses.nptel.ac.in/noc20 cs92/preview
Module-2

lntxoduction to Hadoop (T1): Introduction, Hadoop and its Ecosystem, Hadoop Distributed File
System, MapReduce Framework and Programming Model, Hadoop Yarn, Hadoop Ecosystem Tools.

Hadoop Distributed File System Basics (T2): HDFS Design Features, Components, HDFS User
Commands.

Essential Hadoop Tools (T2): Using Apache Pig, Hive, Sqoop, Flume, Oozie, HBase.

Textbook 1: Chapter 2 2.1-2.6
Textbook 2: Chapter 3

PRINCIPAL
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Evaluation oftest write-uP/ conduction procedure and result/viva will be conducted iointly by

examrners.

General rubrics suggested fbf sEE are mentioned here, writeup-20o^, concluction procedure

and result in -60'2,, V:v.r r oce 20olo of maximunr nlarks. S!l!l for pt-rctic.ll sh;tll ce evaluateci for

100 marks and scored marks shall be scaled down to 50 rtrarks (however, based on course type,

rubrics shall be decided by the examiners)

students can pick one experiment from tlre questions lot of PART A with equal choice to all the

students in a batch.

PART B : Student should develop a mini project and it should be demonstrated in the laboratory

examination (with report and presentation).

Weightage of marks for PART A is 607o and for PART B is 400/o. General rubrics suggested to be

followed for part A and part B.

Change ofexperiment is allowed only once [in part A) and marks allotted to the procedure part

to be made zero.

The duration ofSEE is 03 hours.

\$,--",-
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Suggested Learning Resources:
1. Donald Hearn & Pauline Baker: ComPuter Graphics with OpenGL Version 3rd/4th Edition,

Pearson Education,201 I
2. lames D Foley, Andries Van Dam, Steven K Feiner, fohn F Huges ComPuter graphics with

OpencL: Pearson education

Weblinks and Video Lectures (e-Resources);

1. https://nptel.ac.in/courses/106/106/106106090/
2. hftpst/ lnptel.ac.inlcourses/ 106/ lOZl L061O2063 /
3. https://nptel.ac.in/courses/106/103/106103224/
4. https://nptel.acin/courses/106/102/'106102065/
5. https://www,tutorialspoinucom/onencv/
6. https://medium.com/analytics-vidhya/introduction-to-computer'vision-opencv-in-python-

lb722e805eAb


