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10./4/22 Sun 7/6/22 Tue 7/7/22 Thu
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r6/4/22 Sot * 13/6/2? 13/7/22 V'led
17/4/22 Sun rc:EEll|ril@lr4/6/22 Tue 14/7 /22 Thu
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30/4/22 Sot * 27/6/22 tr;'ilirrfilnl
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STORAGE AREA NETWORKS
@ffective from the academic year 2018 -2019)

SEMESTER-VII
Course Code l8cs822 CIE Marks 40
Number of Contact Hours/Week l:0:0 SEE Marks 60
Total Number of Contact Hours 40 Exam Hours 03

CRXDITS _3
Course Learn o 8CS822 enab studentses:ecti Th ts urseco I I II I

Define backup, recovery, disaster recovery, business continuity, and replication
Examine emerging technologies including lp-SAN
Understand logical and physical components ofa storage infrastructure
Identify components ofmanaging and monitoring the data center

and identi different

Evaluate storage architectures,

Define information virtualization technol
Module I Contact

Hours
tem: ation Informati

mputin
catio

isk Drive Dri

In trod touction Isys nformStorage on Evo onuti ofStorage,
toS Data Centerrage nfrastructu rtual zat on CandI€, oud oC Data

Cen ter n MDatabasepp S BMS Hostanagement ystem (D ),
onnectC tvlCompute ), D Comty Storage, D sk vets, Hponen ostPerformance,

ttached S oBased ntorage, ontcatlStorage pp
C Ih.2. )to I0

Access to Data" Direct
Textbookl : Ch.l.l to
RBT: Ll, L2

08

Module 2

Array
echn i isk

System Types
Channel:

Evo

taDa Protection RARAID D taemen on Methodsmp D Com RAI Dts,POnenT RA D Levelues, DRAIq S, on Dmpact RA D C onSompan
tellIn temsigent Storage ofsys nteComponents S oftorage

S S ChaFibretorage ystems nnel Area Networks FibreStorage
ewOvervi The S N and Its ul tSton, fo FCComponen

Textbookl ch. 13. to ch. h.C 5.to 34.3,,
RBT: Ll L2

08

Module 3
IP SAIrI and FCoE: iSCSI,
versus NAS Devices,Benefi ts
of NAS, NAS UO Operation,
Affecting NAS Performance

k-
hari

tali

N oretw A edttach Sto Genera Srage erversPurpose
Nof A F leS, Nand Fetwork S Components

NAS emen NAS ilF he-S anmpl ons, n ProtOco Factorsls,

RBT: L L2
Textbookl : Ch.6.1,6.2, Ch. 7.1 to 7.8

08

Module,l

Operations, Backup Topologies, Backup in N
Textbookl : Ch.9.I to 9.8 Ch. 10.I to 10.9

ti nformation bi ity
fe

lari
derati Architect

Introduction to Buslness Con ut vatA laty BC Terrn no CBosi
PIann L alF uretng BusCycl ness Anal s BC echnoTmpact So uliys ogy ons,

kuBac a d Backp up Back Granuup ty
Reco Consr on Bvery MS, Bacackup ethods, Bac dankup ure, Restorekrp

ES vln ronmenls

RBT: Ll L2

08

Module 5
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Consi tion

Local n cat Ton ermlReplica no oRep U ofses Localcv ca ConsReP cas, Rep istency
ReLocal ncatio o CS Tpl rack C to anSource drng hanges Restoreca, andRepl

Restart ultiM qls oteRem Modes o Remotef

08

to:

Storage:
Architecture,
Environment:

Design
1.4,

RAI
Performance.

an ligent
Intelligent

SAN.
3.6, 5.14.t,

FCIP,
Systems

Analysis,
Archive: PurTnse, Considerations,Backup
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onRepl Remote onRepl nol Secogres. theuring InStorage
R TnFramework, ad, SecunStorage ty Stnonslmplementati NetworkiStorage ng

Textbookl ch. II I to I l. Ch l2.t Ch12.2, 4.I I to I4.4L L2
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SHRIDEVI INSTITUTE OF ENGINEERING & TECHNOLOGY
SIRA ROAD, TUMKUR- 572105

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

LESSON PLAN (OCT-FEB 2022) MICROSCHEDULE

SU I\IMARY

@ lrur

L EO tlrlt C.nJri ldiullSHR]DE\TI

SUBJECT STORAGE AREA NETWORKS STAFF NAME
MT. SUTIIAN R

SUBJECT
CODE t8cs822 VIII

IA Marks
(CIE)

40 (Average of three tqsts for 30

marks and l0 marks for
assignment)

Maximum
Exam Marks
(sEE)

MODULE I
LESSON

COVEREDLf,SSON PLANNEDDAYDATEsl.
No.

Co
Storrge System: Introduction to Information Storage:

Information S
SAT16t04/22

THU Evolution of Storage Architecture,2t/04122

Data Center Infrastructure
THU2U04122

J

Virtualization and Cloud CornPuting
FRI22104/224

Co
Data Center EnYironment: APPI

ent System (DBMS),
ication Database

Man
FRI) 22t04/22

Co
Ilcst (Compute), Cornectivity, Storage,

SAT6
23!Q!.!22

Disk Drive Components
THU1

28104122

THU Disk Drive Performance28104D2
8

Host Access to Data,
FRI9 29104122

k "<J
FRI Direct-Attached Storage29104122t0

TOt 29.01.202216.01.7022PLANNED DATE

TOz ).J.9 )1. >oL2FROM: ,6.04.2o2rACTUAL CLASSES TAKEN

TAKEN: f6ALLOCATED: l0NUMBER OF CLASSES

tA 3:lr\ 2:lA l: t-,/-CONTENT COVERED FOR
IA

QP DISCUSSION: u--.I'UTORIALS:
ASSIGNMENTS:

ANY OTHER:St]M INARS:QUIZ:

VALUE ADDITION TO THE
MODULE

anR
n

Dr. Narq{X!_ra UUXelSll[*rPrincinal )t,rifNctpAl .
iIE. TUMAKURU.

Staff Incharge HOD, E
ukaswamy

SEM/SEC

60 (Question paper will be set

and evaluated for 100 marks

and later reduced to 60)

REMARKS

I

2



MODULE II
st.
No,

DATE DAY LESSON PLANNED LESSON
COVERED

REMARKS

lt
30/04t22

SAT
on - RAID : RAID ImplementationData Protecti

Methods

t2 04/05t22 THU Aray Components, RAID TechniquesRAID

t3 04/0st22 THU RAID Impact on Disk Performince

1.1

0s/05/22
FRI

son. lntelligent Storage Systems :
Components ofan Intelligent Storage System

RAID Compari

l5 05105t22 FRI ponents ofan lntelligent Storage SystemCom

t6 06/05t22 SAT Types of Intelligent Storage Systems.

t7
t2105/22

THU
re Channel Storage Area Networks - FibreFib

Channel: Overvierv

Co\p,t.A
t8 t2105/22 THU The SAN and lts Evolution

1g
t3/05/22 FRI Components of FC SAN.

20 t3/05t22 FRI Components ofFC SAN.

CD

SU]VIMARY

,,.r\t..ili

, .,.,rlr iEU
Dr. Narendra Viswanath

Principal

Suthan R

Staff Incharge

PLANNED DATE FROM:30.0{.2022 TO: I3.05.2022

ACTUAL CLASSES TAKEN FROM: BA.or. 2Z
NUMBER OF CLASSES ALLOCATIID: I0 TAKEN: fO

CONTENT COVERED FOR
IA lA 1z t_,/ lo'l . tt z: ,-..- 3 o'1. tA 3:

ASSIGNMENTS: u--l TUTORIALS:

QUIZ: SEM INARS: ANY OTHER:t

IIOD, CS
ukaslvamy

TO: 13.oS.22

QP DISCUSSION: .-.-VALUE ADDITION TO TTIE
MODULE



MODULE III

sl.
No.

DATE LESSON PLANNED LESSON
COVERED RE]\IARKS

2t t4/05n2 lP SAN and FCoE: iSCSI, FCIP,

wJ
22 THU Netrvork-Attached Storage: General-Purpose Sewers

versus NAS Devices,

z) t9/05/22 THU Benefi ts ofNAS,

24
2l /05122 SAT File Systems and Network File Sharing

26t05/22 THU File Systems and Network File Sharing

26 26t05n2 THU Components ofNAS, ,

27 27105/22 FRI NAS IiO Operation

oWae.J
27t05t22 FRI NAS Implementations

Cowr*A
29 28/05122 SAT NAS File-Sharing Protocols

Cowr*A
30 02t06/22 TIIU Aflecting NAS Perlormance

R

SUTIMARY

Prof. C V

PRINCIPAL
SIET,, TUMAKUFU

Dr. Narendra Visrvanath
Principal

PI,ANNED DATI' FROM:14.05.2022 ^f O:02.O6.2022

FROM: f,{.69 . !-L TOt 2.o6.2-L

TAKEN: I O

CONTENT COVERED FOR
IA IA I: lA2:v/ IA 3:

VALUE ADDITION TO TIIE
MODULE

ASSIGNMENTS: r-l TUTORIAI,S: QP DISCUSSION: --l

QUIZ: SEl\TINARS: ANY OTHER:

Staff Incharge HOD,
mukaswamy

Di\ Y

SAT

19t05/22
.o Ve4Z d

?a'l-n<A

larP,'-. d
25

/:r.r P r'- A

/nrPmd

28

faw*-A

\''^^^,*- 
q-?*-t+'

ACTUAL CLASSES TAKEN

NUi\,IBER OF CLASSES ALLOCATED: ID



MODULE IV

REMARKSLESSON

COVEREDLESSON PLANNEDDAYDATE

Availabili

: lnformationsiness ContinuitYlntroduction to Ilu
THU021061223l

ing Life CYcleBC TerminologY, BC Plann
FRI03106122

32

ysis, Business ImPact AnalysisFailure Anal
FRI03106122JJ

o
logy SolutionsRC Techno04106122J+

Backup and Arch ive: BackuP PurPose
TTIU09106122

35
kup GranularitYBackup Considerations, Bac

09106122
36

ve^44
iderations, BackuP MethodsRecovery Cons

FRI101061225t

Backup Architecture
FRIt0106122

38

tow^.ABackup and Restore OPerations,

B

Topologies,BackuP

inNAS EnvironmentsSATfi106/22
39

R

SUMMARY

Prof. C V S

PRINCIPAL
srer. , rr-tunxt{nu

Dr. Narendra Viswanath

PrinciPal

TO: I1.06.2022FROM:02.06'2022PLANNED DATE

TO: U. 06. z LFROM: o2-06. 2 L
ACTUAL CLASS ES'TAKEN

TAKEN: 1.0ALLOCATED: l0NUnnnrn on cLASSES

IA 3:lAZt r-./ So'1,
IA I:coxteNT COVERED FOR

IA

QP DISCUSSION:TUTORIALS:ASSIGNMENTS: u-'--

SENIIN ARS:
QUIZ:

VALUE ADDITION TO THE
MODULE

Staff Incharge HOD, CSE
ukaswamY

sl.
No.

SAT

THU

k"-,- [,--f"

ANY OTHER:



MODULE V

REMi\RKSLESSON
CO\'EREDLESSON PLANNEDDAYDATEst.

No.

Local Replication
of Local RePlicas,

cati sesUlonoTon erml gvReplTHU16106/2240

Cotea"J
Replica Consistency , Local ReplicationTHU161061224t

Tracking Changes to Source and Replica ,
Restart ConsiderationsRestore and

THU23106D242

Creating Multiple ReP licas, Remote RePlication:

Modes of Remote
lication

THU+J

Remote Replication Technologies
FRI24/0612244

Co\r.^{dSecuring the Storage ructure: Information

Framework,

I nfrast
FRI24106n245

lnformation SecuritY FrameworL
SAT25/0612246

EXTRARisk Triad,
SAT25106D247

EXTRA
Storage Security Doma rns

SAT2510612248

Security Implement Sorage Networkingations in
THU3010612249

REV!SION
THU3AlA6i2250

Suthan R

Staff Incharge

SUMMARY

C

\r"--" 0-r*^-'
PRINCIPAT

o'. NilEla}lV$fi;utn
Principal r

TO:30.06.2022FROM:16.06.2022PLANNED DATE

TOt g).6. LLFROM: /1.6(.21-ACTUAL C LASSES TAKEN

TAKEN: tAALLOCATED: IoNUMBER OF CLASSES

llt3| t,.-/tA 2:IA I:CONTENT COVERED FOR

IA

QP DISCUSSION:TUTORIALS:ASSIGNMENTS: u.-/

ANY OTTI EIi,:SE,MINARS:QUtZ.

VALUE ADDITION TO THE

MODULE

HOD,
ukaswamy

23106/22



RIDEVI INSTITUTE OF ENGINEERING &TECHNOLOGY
SIRA ROAD, TI,]MKUR.s72 105

DEPARTMENT OF COMPI,ITER SCIENCE AND ENGINEERING

LESSON PLAN (APRJT]N 2022) MACROSCIIEDTJLE

! COl: Evaluate storage architectures

F Co2:Define backup, recovery, disaster recovery, business continuity, and replication

) CO3: Examine emerging technologies including IP-SAN

> CO4: Understand logical and physical components ofa storage infrastructute

F CO5: Identifl components ofmanaging and monitoring the data center

F CO6: Define information security and identifu different storage virtualization technologies

@ ^9,
SHRIDEVI

& Eo 
'0l.:llt 

6rff rrnnn

sl.
No.

DATE, MODULE LESSON PLAN

SUBJECT
STORAGE AREA NETWORKS STAFF NAME

SUBJECT
CODE

l8cs822 SEM/SEC VIII

IA Marks
(CIE)

40 (Average of three tests for
30 marks and 10 marks for
assignment)

60 (Question paper will be set

and evaluated for 100 marks

and later reduced to 60)

ADDITIONAL SOURCES

16.o1.2022

to

29.04.2022

Module I
Storage System: Introduction to Information Storage:
Information Storage, Evolution of Storage Architecture,
Data Center Infrastructure, Virtualization and Cloud
Computing. Data Center Environment Application
Database Management Syslem (DBMS), Host
(Compule), Connectivity, Storage, Disk Drive
Components,Disk Drive Performance, Host Access to
Data. Direct-Attached Storage, Storage Design Based on
Application

httDs://www.You be.com/watch?v

{IAPZZGSbME&lisFPLDN4rrl4
8XKnZkt0SiYFl-O2gsziTrs O

httDs://www,voutube.com/watch?v

=GONTOv5zKhE&lisFPLrikTol3i
nmSwGOvNhsdmm2skoa8CXCml

httlrs://www.Youtube.com)watch?v

=twEleiOTe E&list=PL
JvKqOx2Atd-

lCs3WBSnnWOWRbEMTWW

2.

30.04.2022

to

13.05.2022

Module 2

Data Protection - RAID : RAID Implementation
Methods, RAID Array Components, RAID Techniques,

RAID Levels, RAID Impact on Disk Performance, RAID
Comparison. Intelligent Storage Systems : Components

of an Intetligent Storage System, Types of Intelligent
Storage Systems. Fibre Channel Storage Area
Networks - Fibre Channel: Overview, The SAN and Its
Evolution, Components ofFC SAN-

https://www.youtube.com/watc

Rr2tW9zv

https://www.voutube.com/watc

h?v=YAEI FsYGotA

https://www.youtube.com/watc

h?v:PfEmF07S4hw

Course Outcomcs or COs

MT. SUTHAN R

Maximum Exam

Marks (SEE)

1.



SHRIDEYI

R Prof. C

og&
&!50 ttljla tdiat hdrit

PRINCIPAL

o'. Na'lElal!\4[$[Hum
Principal

3.
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lo

02.06.2022

IP SAN and FCoE: iSCSI, FCIP, Network-Attached
Storage: General-Purpose Servers versus NAS
Devices,Benefi ts of NAS, File Systems and Network
File Sharing Componenrs of NAS, NAS I/O Operation,
NAS Implementations, NAS File-sharing protocols,
Factors Affecting NAS Performance

lwatchttps://www .Youtu

4.

02.06.2022

t 1.06.2022

to
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Module - 1 :Storage System
Introduction
Information is increasingly important in our daily lives. We have become information dependents of the twenty-
first century, living in an on-command, ondemand world that means we need information when and where it is
required. We access the Internet every day to perform searches, participate in social networking, send and
receive e-mails, share pictures and videos, and scores of other applications. Equipped with a growing number of
content-generating devices, more information is being created by individuals than by businesses.
Information oeated by individuals gains value when shared with others. Figure l-l depicts this virtuous cycle
of information.

C€ntralizad information
storage and procersing

tun'
wlrarass wired
n' EE

Wlr€d Wird6s

Uploading Accc66lng

lnforfiation

Dcmand foa morc
lnlormation

Figurc l-l: Virtuous cyde of information

Chapter Objective
This chapter describes the evolution of information storage architecture from simple direct-attached models to
complex networked topologies. It introduces the information lifecycle management (lLM) snategy, which
aligrs the information technolory (lT) infrastructurr with business priorities.

l.l Information Storage
Businesses use data to derive information that is critical to their day-to{ay operations. Storage is a repository
that enables users to store and retrieve this digital data.

1.1.1 Data
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Dato is a collection of raw facts from which conclusions may be drawn.
family photograph, a movie on video tape, printed and duly signed copies
and an account holder's passbooks are all examples of data.

Handwritten letters, a printed book, a
of mortgage papers, a bank's ledgers,

The data can be generated using a computer and stored in strings ofOs and ls, as shovm in Figure l-2. Data in
this form is called digital dala and is accessible by the user only after it is processed by a computer.

Video

Photo

Book

Letter

a
ffi>
=;r>

Digital Data

Egute t-2: DiSital data

The following is a list of some ofthe factors that have contributed to the growth of digital data:
1. Increase in data processing capabilities: Modem-day computerc provide a sigtificant increase in
processing and storage capabilities. This enables the conversion of various types of content and media from
conventional forms to digital formats.
2. Lower cost of digital storage: Technological advances and decrease in the cost of storage devices have
provided low+ost solutions and encouraged the development of less expensive data storage devices. This cost
benefit has increased the rate at which data is being generated and stored.
3. Affordable and faster communication technolog/: The rate of sharing digital data is now much faster than
traditional approaches. A handwritten letter may take a week to reach its destination, whereas it only takes a few^
seconds for an eBmail message to reach its recipient.

The importance and the criticality of data vary with time. Most of the data created holds significance in the
short-term but becomes less valuable over time. This govems the type of data storage solutions used.
Individuals store data on a variety of storage devices, such as hard disks, CDs, DVDs, or Universal Serial
Bus (USB) flash drives.

1.1.2 Types of Data
Data can be classified as structured or unstructured (see Figure l-3) based on how it is stored and managed.
Stmctured data is organized in rows and columns in a rigidly defined format so that applications can retri-eve
and process it efficiently. Structured data is typically stored using a database management system (DBMS).
Data is unstructured if its elements cannot be stored in rows and columns, and is therefore diflicult to query and
retrieve by business applications. For example, customer contacts may be stored in various forms such as sticky
notes, e-mail messages, business cards, or even digital format files such as .doc, .h! and .pdf.
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E-Uail Attachmentg PDFs

X-Rays
CheclG Unstructured (800,6)

Mansals Insta'tt l{essages

Images Oocuments

Forms
Web Pages

Contracts Rich Media

Audio Video

Structured (2oolo )
Rows and Columns

Egur. I -ti Types of data

1.13 Information
Information is the intelligence and knowledge derived from data. Data, whether structued or unstructured, does
not fulfill any purpose for individuals or businesses unless it is presented in a meaningful form. Businesses need
to analyze data for it to be ofvalue.
Effective data analysis not only extends its benefits to existing businesses, but also creates the potential for new
business opportunities by using the information in creative ways.
Example: Job portal. In order to reach a wider set of prospective employers, job seekers post their resum6s on
various websites offering job search facilities. These websites collect the resum6s and post them on centrally
accessible locations for prospective employers. In addition, companies post available positions on job search
sites. Job'marching software matches keywords from resumds to keywords in job postings. In this manner, the
job search engine uses data and tums it into information for employers andjob seekers.

1.1.4 Storage
1-,ata created by individuals or businesses must be stored so that it is easily accessible for further processing. [n

a computing environment, devices desigred for storing data are termed storage devices or simply storage.
Devices such as memory in a cell phone or digital camer4 DVDs, CD-ROMs, and hard disks in personal
computers are examples.

1.2 Evolution of Storage Technolory and Architecture
Historically, organizations had centralized computers (mainframe) and information slorage devices (tape reels
and disk packs) in their data center. The evolution of open systems and the alfordability and ease of deployment
that they offer made it possible for business units/departrnents to have their own servers and storage. In earlier
implementations of open systems, the storage was typically intemal to the server.
Originally, there were very limited policies and processes for managing the servers and the data created. To
overcome these challenges, storage technology evolved from non-intelligent intemal storage to intelligent
networked storage (see Figure l4).
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Figure t-l: Evolution of storage architectures
The technology evolution includes:
1. Redundant Array of Independent Disks (RAID): This technology was developed to address the cost,

performance, and availability requirements of data. It continues to evolve today and is used in all storage

architectures such as DAS, SAN, and so on.

2. Direct-attached storage @AS): This type of storage connects directly to a server @ost) or a group of
servers in a cluster. Storage can be either internal or extemal to the server. External DAS alleviated the

challenges of limited intemal storage capacity.

3. Storage rres network (SAN): This is a dedicated, high-performance Fibre Channel (FC,) network to

facilitate blockJevel communication between servers and storage. Storage is partitioned and assigned to a server-.'

for accessing its data SAN offers scalability, availability, performance, and cost beneftts compared to DAS'

4. Network-attached storage (NAS): This is dedicated storage forrle seming applications. Unlike a SAN, it
connects to an existing communication network (LAN) and provides file access to hetemgeneous clients.

Because it is purposely built for providing storage to file server applications, it offers higher scalability,

availability, performance, and cost benefits compared to general purpose file servers.

5. Internet Protocol SAN (IP-SAI9: One of the latest evolutions in storage architecture, IP-SAN is a

convergence of technologies used in SAN and NAS. IP-SAN provides blocklevel communication across a

local or wide area network (LAN or WAN), resulting in greater consolidation and availability of daa.

1.3 Data Center Infrastructure
Organizations maintain data centers to provide centralized data processing capabilities across the enterprise.

Data centers store and manage large amounts of mission-critical data'

The data center infrastructure includes l) computers, 2) storage systems, 3) network devices, 4) dedicated

power backups, 5) and environmental controls (such as air conditioning and fire suppression).

13.1 Core Elements
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Five core elements are essential for the basic functionality ofa data center:
1. Application: An application is a computer program that provides the logic for computing operations.
Applications, such as an order processing system, can be layered on a database, which in tum uses operating
system services to perform read/write operations to storage devices.
2. Database: More commonly, a database management system @BMS) provides a stnrctured way to store data
in logically organized tables that are interrelated. A DBMS optimizes the storage and refieval of data.
3. Server and operating system: A computing platform that runs applications and databases.
4. Network: A data path that facilitates communication between clients and seryers or between servers and
storage.
5. Storage array: A device that stores data persistently for subsequent use.

Example: Figure l-5 shows an order processing system that involves the five mre elements ofa data center and
illustrates their functionality in a business pmcess.

Storage Array

client

Application
Uger

Interface
DBMS

Figure 1-5: Example ofan order processing system

Step l: A customer places an order through the AIII ofthe order processing application software located on the
client computer.
Step 2: The client connects to the server over the LAN and accesses the DBMS locat€d on the server to update
the relevant information such as the cuslomer name, address, payment method, products. ordered, and quantity
ordered.
Step 3: The DBMS uses the server operating system to read and write this data to the database located on
physical disks in the storage aray.
^tep 4: The Storage Network provides the communication link between the server and the storage array and

Vznsports the read or write commands between them.
Step 5: The storage array, after receiving the read or write commands from the server, performs the necessary

op€rations to store the data on physical disks.

13.2 Key Requirements for Data Center Elements
Unintemrpted operation of data centers is critical to the survival and success of a business. It is necessary to
have a reliable infrastructure that ensures data is accessible at all times. While the requirements, shown in
Figure l-6, are applicable to all elements of the data center infrastructure, our focus here is on storage systems.

5
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Availability

Capacity Security

Manageability

Scalability

Performance

Etule t-63 Keiy <haracterisdcs of data center elernents
1 Availability: All data center elements should be designed to ensure accessibility. The inability of users to
access data can have a significant negative impact on a business.
2 Security: Polices, procedures, and proper integration of the data center core elements that will prevent
unauthorized access to information must be established. In addition to the security measures for client access,
specific mechanisms must enable servers to access only their allocated resources on storage arrays.
3 Scalability: Data center operations should be able to allocate additional processing capabilities or storage on
demand, without intemrpting business operations. Business growth often requires deploying morc servers, new
applications, and additional databases. The storage solution should be able to grow with the business.
4 Performance: All the core elements of the data center should be able to provide optimal performance and
service all processing requests at high speed. The infrastructure should be able to support performance
requirements.
5 Data integrity: Data integrity refers to mechanisms such as error correction codes or parity bits which ensur€ .^
that data is written to disk exactly as it was received. Any variation in data during its retrieval implies
comrption, which may affect the operations ofthe organization.
6 Capacity: Dala center operations require adequate resources to store and process large amounts of da11
effrciently. When capacity requirements increase, the data center must be able to providJadditional capacity
without interrupting availability, or, at the very least, with minimal disruption.
Capacity may be managed by reallocation ofexisting resources, rather than by adding new resources.
7 Manageability: A data center should perform all operations and activities in the most efticient manner.
Manageability can be achieved through automation and the reduction of human (manual) intervention in
common tasks.

133 Managing Storage Infrastructure
Managing a modem, complex data center involves many tasks. Key management activities include:
1 Monitodng is the continuous collection of information and the review ofthe entire data center infrastructure.
The aspects ofa data center that are monitored include security, performance, acce*sibility, and capacity.

6Dept. of csE, SIET 2018-19
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2 Reporting is done periodically on resource performance, capacity, and utilization. Reporting tasks help to
establish business justifications and chargeback of costs associated with data center operations.
3 Provisioning is the process of providing the hardware, software, and other rcsou(ces needed to run a data
center. Provisioning activities include capacity and resource planning. Capacity plarrrring ensures that the user's
and the application's future needs will be addressed in the most cost-€ffective and controlled manner. Resoutce
planning is the process of evaluating and identiling required resources, such as personnel, the facility (site),
and the technology.

,1'"5i.'."HlTl'tit3m"ffi-#i"1ltffiH*'" poricy, businesses need to *n.id". the rorowing key
challenges of information management:
I Exploding digital universe: The rate of information growth is increasing exponentially. Duplication of data
to ensure high availability and rcpurposing has also contributed to the multifold increase of information growth.
2 Increasing dependency on information: The strategic use of information plays an important role in
determining the success ofa business and provides competitive advantages in the markeplace.
3 Changing value of information: Information that is valuable today may become less important tomorrow.

r-fhe value of information often changes over time.

1.5 Information Lifecycle
The information lifecycle is the "change in the value of information" over time. When data is first created, it
often has the highest value and is used frequently. As data ages, it is accessed less @uently and is of less value
to the organization.
For eramplg in a sales order application, the value of the information changes from the time the order is
placed until the time that the warranty becomes void (see Figure l-7). The value ofthe information is highest
when a company receives a new sales order and processes it to deliver the product.
After order futfillmen! the customer or order data need not be available for reat-time access. The company can
transfer this data to less expensive secondary storage with lower accessibility and availability requir€ments
unless or until a waranty claim or another event triggers its need.

Create

ord er
Dellrcr
(rdar claim

Fulfilled
ord€r Vok.d

value
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Today's business requires data to be protected and available 24 x 7. Data @nters can accomplish this with the
optimal and appropriate use of storage infrasJntcture.

Infornation lifecycle manogement (ILM) is a proactive strategy that enables an IT organization to effectively
manage the data throughout its lifecycle, based on predefined business policies. This allows an IT organization
to optimize the storage infrastnrcture for maximum rEtum on investrnent.

An ILM strategy should include the following characteristics:
1 Business{entric: It should be integrated with key processes, applications, and initiatives of the business to

T";:H*l;T::il*iTt;:Y#H:#illl; "ra 
business shourd be under the purview orthe rLM

strategy.
3 Policy-based: The implementation of ILM should not be restricted to a few departnents. ILM should be

implemented as a policy and encompass all business applications, processes, and resources.

4 Ileterogeneous: An ILM strategy should take into account all types of storage platforms and operating
systems.
5 Optimized: Because the value of information varies, an ILM strategy should consider the different storage ^
requirements and allocate storage resources based on the information's value to the business.

1.5.2 ILM Implementation
The process of developing an ILM strategy includes four activities---classifuing, implementing, managing, and

organizing:
1 Classi;fying dataand applications on the basis ofbusiness rules and policies to enable differentiated tr€atment

of information
2 Implementing policies by using information management tools, starting from the creation of data and ending
with its disposal
3 Managing the ertvironment by using integrated tools to reduc€ operational complexity
1 Organizing storage resources in tiers to align the resources with data classes, and storing information in the
right type of infrastructure based on the information's current value.

Implementing ILM across an enterprise is an ongoing process. Figure l-8 illustrates a three-step road map to
enterprise-wide ILM.

Step 1 the goal is to implement a storage networking environment. Storage architectures offer varying levels of
protection and performance and this acts as a foundation for future policy-based information management in^.
Steps 2 and 3. The value oftiered storage platforms can be exploited by allocating appropriate storage resources

to the applications based on the value ofthe information processed.

Step 2 takes ILM to the next level, with detailed application or data classification and linkage of the storage

infrastnrcture to business policies. These classifications and the resultant policies can be automatically executed

using tools for one or more applications, resulting in better management and optimal allocation of storage

resourrc€s.

Step 3 of the implementation is to automate more of the applications or data classification and policy
management activities in order to scale to a wider set ofenterprise applications.

8Dept. of csE, SlET 2018-19
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1.53 ILM Benefits
Implementing an ILM srategy has the following key benefits that directly address the challenges of information-
management:
I Improved dllizotion by using tiered storage platforms and increased visibility ofall enterprise information.
2 Simplifud nanagement by integrating process st€ps and interfaces with individual tools and by increasing
automation.
3 A wider range of oplions for backup, and recovery to balance the need for business continuity.
1 Mainlaining compliance by knowing what data needs to be pmtected for what length of time.
5 Lower Tolal Cost of Ownenhip $CO) by aligning the infrastructure and management costs with information
value. As a result, resources are not wasted, and complexity is not introduced by managing low-value data at the

.-rpense of high-value data.

2 Storage System Environment
Storage, as one ofthe core elements ofa data cenGr, is recognized as a distinct r€source and it needs focus and
specialization for its implementation and management. The data flows from an application to storage through
various components collectively referred as a storoge system ern ironmeil. The thr€e main components in this
environment are the hos! connectivity, and storage. These entities, along with their physical and logical
components, facilitate data access.

Chapter Objective
This chapter details the storage system environment and focuses primarily on storage. It provides details on
various hardware components of a disk drive, disk geometry, and the fundamental laws that govem disk
performance. The connectivity between the host and storage faciliated by bus technology and interface
protocols is also explained.

2.1 Components of a Storage System Environment
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2.1.1 Ilost
Users store and retrieve data through applications. The computers on which these applications run are referred
to as }osls. Hosts can range from simple laptops to complex clusters of servers.
Physical Componenls
A host has three key physical components:
r Central processing unit (CPU)
r Storage, such as internal memory and disk devices
r Input/Output (VO) devices
CPU
The CPU consists of four main components:
rArithmetic Logic Unit (AL[I): This is the fundamental building block of the CPU. It performs arithmetical
and logical operations such as addition, subtraction, and Boolean functions (AND, O& and NOT).
r Control Unit: A digital circuit that confiols CPU operations and coordinates the functionality of the CpU.
r Register: A collection of high-speed storage locations. The registers store intermediate data that is required
by the CPU to execute an instruction and provide fast access because of their proximity to the ALU. CPUs
typically have a small number ofregisters.
r Level I (L1) cache: Found on modem day CPUs, it holds data and program instructions that are likely to be
needed by the CPU in the near future. The Ll cache is slower than registers, but provides more storage space.
Storuge
Memory and storage media are used to store data, either persistently or temporarily. Mernory modules are
implemented using semiconductor chips, whereas storage devices use either magnetic or optical media.
There are two types of memory on a host:
r Random Access Memory @AM): This allows direct access to any memory location and can have data
written into it or read from it. RAM is volatile; this type of memory requires a constant supply of power to
maintain memory cell content. Data is erased when the system's power is tumed offor intemrpted.
r Read-Only Memory (ROM): Non-volatile and only allows data to be read from it. ROM holds data for
execution of inlemal routines, such as system startup.
AO Devices
UO devices enable sending and receiving data to and from a host. This communication may be one of the
following types:
rUser to host communications: Handled by basic UO devices, such as the keyboard, mouse, and monitor.
These devices enable users to enter data and view the results ofoperations.
rHost to host communications: Enabled using devices such as a Network Interface Card (NIC) or modem.
rHoct to storrge device communications: Handled by a Host Bus Adaptor (HBA). HBA is an application-
specific integrated circuit (ASIC) board that performs VO interface functions between the host and the storage,
relieving the CPU from additional VO processing workload.

2.1.2 Connectivity
Connectivity refers to the interconnection between hosts or between a host and any other peripheral devices,
such as printers or storage devices. The components of connectivity in a storage system environment can be
classified as physical and logical. The physical components are the hardware elements that connect the host to
storage and the logical compo,nerrf.r of connectivity are the protocols used for communication between the host
and storage.
Physical Componenls of ConnecTiviE
The three physical components ofconnectivity between the host and storage are Bus, Port, and Cable.
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Cable

Disk

\ Port

figurc z-l: Physical components of connectMty
l. The Dzs is the collection of paths that facilitates data transmission from one part ofa computer to another,
such as from the CPU to the memory.
2. Thepor{ is a spocialized outlet that enables connectivity between the host and extemal devices.
3. Cobles cj,.ne ,t hosts to intemal or external devices using copper or fiber optic media\,
Physical components communicate across a bus by sending bits (control, data, and address) of data between
devices.
These bis are transmited through the bus in eidrer ofthe following ways:
r Serially: Bits are transmitted sequentially along a single path. This transmission can be unidirrctional or
bidirectional.
r In paralleh Bits are transmitted along multiple paths simultaneously. Parallel can also be bidirectional.

Buses, as conduits ofdata transfer on the computer system, can be classified as follows:
r System bus: The bus that carries data from the processor to memory.
r Local or VO bus: A high-speed pathway that connects directly to the processor and carries data between the
peripheral devices, such as storage devices and the processor.

Logical Componenls of Connedoity
PCI
PCI is a specification that standardizes how PCI expansion cards, such as network cards or modems, exchange
information with the CPU. PCI provides the interconnection between the CPU and attached devices. The plug-
'nd-play functionality of PCI enables the host to easily recagnizs and configure new cards and devices. fiie

Vidth of a PCI bus can be 32 bits or 64 bits. A 32-bit PCI bus can provide a throughput of 133 MB/s. PCI
&q4ress is an enhanced version of PCI bus with considerably higher throughput and clock s@.
IDHATA
IDE/ATA is the most popular interface protocol used on modern disks. This protocol offers excellent
performance at relatively low cost. Details of IDE/ATA are provided in Chapter 5.
scsr
SCSI has emerged as a preferred protocol in high-end computers. This interface is far less commonly used than
IDBATA on personal computers due to its higher cost. SCSI was initially used as a parallel interface, enabling
the connection of devices to a host. SCSI has been enhanced and now includes a wide variety of related
technologies and standards. Chapter 5 provides details of SCSI.

2.13 Storege
A storage device uses magnetic or solid state media.
l. Disks, tapc+ ard diskettes use magnetic media.
2. CD-ROM is an example of a storage device that uses optical media
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3. Removable flash memory card is an example of solid state media.
4. Tapes are a popular storage media used for backup because of their relatively low cost. Tape has the
following limitations:
r Data is stored on the tape linearly along the length of the tape. Search and retrieval of data is done
sequentially, invariably taking several seconds to access the data. As a result, random data access is slow and
time consuming. This limits tapes as a viable option for applications that require real-time, rapid access to data.
r In a shared computing environment, data stored on tape cannot be accessed by multiple applications
simultaneously, restricting its use to one application at a time.
rOn a tape drive, the read/write head touches the tape surface, so the tape degrades or wears out after repeated
use,
r The storage and retrieval requirements of data from tape and the overhead associated with managing tape
media are significant.
5. Optical disk storage is popular in small, single-user computing environments. It is frequently used by
individuals to store photos or as a backup medium on personaUlaptop computers. It is also used as a distribution
medium for single applications, such as games, or as a means of transferring small amounts of data from one
self-contained system to another. Optical disks have limited capacity and speed, which limits the use of optical ^
media as a business data storage solution.

2.2 Disk Drive Components
A disk drive uses a rapidly moving arm to read and write data across a flat platter coated with magnetic
particles. Data is transferred from the magnetic platter through the R/W head to the computer. Several platters
are assembled together with the R/W head and controller, most commonly referred to as a hord disk drive
(HDD).Dataan be recorded and erased on a magnetic disk any number of times.
Key components of a disk dive are platter, spindle, read/write head, actuator arm assembly, and controller
(Figure 2-2)

ConMb

Spi,|db

HOA

(.)

Aat ator Afir Read/w'lta Hlad tafiea
Figure 2-2: Disk Drive Components

2.2.lPl ier
A typical HDD consists of one or mor€ flat circular disks calld plauers (Figure 2-3). The data is recorded on
these platters in binary codes (0s and ls). The set of rotating plalters is sealed in a case, called a Heod Disk
Assenbly (HDA). The data is encoded by polarizing the magnetic area or domains, ofthe disk surface. Data can
be written to or read from both surfaces ofthe platter.
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22.2 Spindle
A spindle connects all the platters, as shown in Figure 2-3, and is connected to a motor. The motor of the
spindle rotates with a constant speed. The disk platter spins at a speed of several thousands of revolutions per

\zminute (rpm). Disk drives have spindle speeds of 7,200 rpm, 10,000 rpm, or 15,000 rpm. Disks used on current
storage systems have a platter diameter of 3.5" (90 mm).

223 Read/Write Head
ReadlW'rite (NW) heads, shown in Figure 2-4, read and write data ftom or to a platter. Drives have two R/W
heads per platter, one for each surface of the platter. The R/W head changes the magrctic polarization on the
surface of the platter when writing data. While reading dat4 this head detects magnetic polarization on the
surface of the platter. During reads and writes, the PJW head senses the magnetic polarization and never
touches the surface ofthe platter.
The logic on the disk drive ensures that heads are moved to the landing zone before they touch the surface. If
the drive malfunctions and the R/W head accidentally touches the surface of the platter outside the landing
zote, a heod craslr occurs. In a head crash, the magnetic coating on the platter is scrarched and may cause
damage to the R/W head. A head crash generally results in data loss

2.2.4 Actuator Arm Assembly
The R/W heads are mounted on the sctuator arm assembly (refer to Figre 2-2 [a), which positions the R/W
head at the location on the platter where the data needs to be written or read. The R./W heads for all platters on a
drive are auached to one actuator arm assembly and move across the platters simultaneously.
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Platte r
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Egrre z-l: Actuator arm assembly

22.5 Controller
The controller (see Figure 2-2 [b]) is a printed circuit board, mounted at the bottom ofa disk drive. It consists

of a microprocessor, intemal memory, circuitry, and firmware. The firmware controls power to the spindle
motor and the speed ofthe motor. It also manages communication between the drive and the host.

2.2.6 Physical Disk Structure
Data on the disk is recorded on tracl<s, which are concentric rings on the platter around the spindle, as shown in
Figure 2-5. The tracks are numbered, starting from zero, from the outer edge of the platter. The number of
tracks per inch (TPI) on the platter (or the track density) masures how tightly the tracks are packed on a
platter. Each track is divided into smaller units called sectors. A sector is the smallest, individually addressable

unit of storage.

Spindle
Sector

Platter

cyliflder

Egurc 2-5: Disk structure: sectors, ttack, and qlinders
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2.2.7 Zoned Bit Recording
Tttne bit recording utilizes the disk efficiently. As shown in Figure 2-6 (b), this mechanism groups tracks into
zones based on their distance from the c€nter of the disk. The zones are numbered, with the outermost zone
being zone 0. An appropriate number of sectors per track are assigned to each zone, so a zone near the center of
the platter has fewer sectors per track than a zone on the outer edge.

Sector

Track

(a) Platter without zones {b) Platter with zones

FlSure 2-6: Zoned bit recordin6
2.2.8 Logical Block Addressing
Earlier drives used physical addresses consisting of the cylinder, head, and sector (CIIS) number to refer to
specific locations on the disk, as shown in Figure 2-7 (a), and the host operating system had to be aware ofthe
geometry of each disk being used. Logical block addressing (LBA), shown in Figure 2-7 (b), simplifies
addressing by using a linear address to access physical blocks of data The disk controller translates LBA to a
CHS address, and the host only needs to know the size ofthe disk drive in terms ofthe number ofblocks.
In Figure 2-7 @), the drive shows eight sectors per track, eight heads, and four cylinders. This means a total of 8
x $ x { = 256 blocks, so the block number ranges from 0 to 255. Each block has its own unique address.
Assuming that the sector holds 512 byes, a 500 GB drive with a formatted capacity of 465.7 GB will have in
excess of 976,000,000 blocks.

r No. 10

Block 0
(Upper Surface)

Head No.0

Block I
Cylinder No.2 (Lower Surface)

Block 16

Block 32

BIock 48

(a) Physical Add ress= CHS

Frgurc 2-7: Physical address and logical block address
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23 Disk Drive Performance
A disk drive is an electromechanical device that govems the overall performance of the storage system

environment.
The various factors that affect the performance ofdisk drives are discussed in this section.

23.1 Disk Service Time
Disk seryice rize is the time taken by a disk to complete an VO request. Components that contribute to service

time on a disk drive ue seektime, rotational latency, md dato transfer rote.

I. Seeh Time
The seek time (alfi eailled access rinre) describes the time taken to position the R/W heads across the platter

with a radial movement (moving along the radius of the plauer). In other words, it is the time taken to reposition

and settle the arm and the head over the correct track. The lower the seek time, the faster the UO operation. Disk

vendors publish the following seek time specifications:
rFull Stroke: The time taken by the PJW head to move across the entire width of the dish from the innermost

track to the outermost track,
rAverage: The average time taken by the R"/W head to move from one random track to another, normally listed

as the time for one-third of a full stroke.

rTrack-to-Track: The time taken by the R"/W head to move between adjacent tracks.

2. Rotalional Lalency
To access data, the aituator arm moves the FJW head over the platter to a particular track while the platter spins

to position the requested sector under the fuW head. The time taken by the platter to rotate and position the data

under the R"/W head is called rotational latency. This latency depends on the rotation speed of the spindle and is

measured in milliseconds.
3. Dala Transfer Rale
The data transfer rote (also alled transfer rate) refers to the average amount of data per unit time that the drive

can deliver to the HBA. In a redd operation, the data first moves from disk plaften to R/W heads, and then it

moves to the drive's intemal buffer. Finally, data moves from the buffer through the interface to the host HBA.

ln awrite operation, the data moves from the HBA to the intemal buffer of the disk drive through the drive's

interface. TLe data then moves from the buffer to the PJW heads. Finally, it moves from the R./W heads to the

platters.
internal transfer rate is the speed at which data moves from a single track of a platter's surface to intemal

buffer (cache) ofthe disk. lntemal transfer rate takes into account factors such as the seek time.

WernA tansfer rate is the rate at 'r hich data can be moved through the interface to the HBA. Extemal

transfer rate is generally the advertised speed ofthe interface, such as 133 MB/s for ATA.
Extcrnal tlander tnte

measured here

tntemal trande. nta
m6aauald haa!

Figure 2-8: Data transfer rate
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2.4 Fundamental Laws Governing Disk Performance
To understand the laws of disk performance, a disk can be viewed as a black box consisting of two elements:
rQueue: The location where VO request waits before it is processed by the UO controller.
rDisk VO Controller: Processes UOs that are waiting in the queue one by one.
The UO requests arrive at the controller at the rate generated by the application. This rate is also called the
arrival rate. These rtquests are held in the I/O queue, and the VO controller processes them one by one, as
shown in Figure 2-9. The VO arrival rate, the queue length, and the time taken by the UO controller to process
each request determines the performance of the disk system, which is measured in terms of response time.

ArriYal

P.oce.red l/O ncquert

Figurc z-s: l/o processing

Litlle's Law is a fundamental law describing the relationship between the number of requests in a queue and the
\-? response time. The law states the following relation (numbers in parentheses indicate the equation number for

crossreferencing):

where
(l)

'\1" is the total number ofrequests in the queuing sysem (requests in the queue + rcquests in the I/O controller)
"a" is the arrival rate, or the number of VO requests that arrive to the system per unit oftime
"R" is the average rcsponse time or the turnaround time for an VO request - the total time from arrival to
departure from the system

T\e dilitttion laro is another important law that defines the UO controller utilization. This law sta:tes the
relation:

U=axRs Q)
where
"U" is the I/O controller utilization
"Rs" is the servrce time, ot the average time spent by a r€quest on the controller. l/RS is the service rate.
From the arrival rate "a", the average inter-arrival time, R4 can be computed as:

Ra = l/a (3)

\, onsequently, utilization canbe defined as the ratio of the service time to the
average inter-arrival time, and is expressed as:

u = Rs /Ra -.-__ (4)
The value ofthis ratio varies between 0 and l.
In the following equation, the term average response rate (S) can be defined as the reciprocal of the average
response time (R), and is derived as follows:
S = service rate - arrival rate
Consequently,

R: I / (service rate - arival rate)
R=l/(l/Rs-l/Ra)

= I / (l/Rs-a)
= Rs / (l-a x Rs)

R=Rs/(l-tD (s)
As a result,

N:axR

(from eq. 3)

(from eq. 2)

rlo
Contro0etEItrEEEE
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Utilization ([, can also be used to r€present the average number ofVO requests on the controller, as shown in

the following:
Number of requests in the queue (NQ) = Number of requests in the system (19

- Number of requests on the controller or utilization @. Number of requests in a queue is also referred to as

average queue size.
Nq:N-u

=axR-U (from eq. l)
=3x (Rs/(l -tD)-U (from eq.5)
: (Rs /Ra) / (l - U) - U (from eq. 3)

=U/(l -U)-U (fromeq.4)
=u(l/(l-LD-l)
= u2 711-u) 

-- 

16y

The time spent by a request in the queue is equal to the time spent by a request in the system, or the average

response time minus the time spent by a request on the controller for processing:
: Rs i (l - tD -Rs (from eq. 5)
=UxRS/(l-tD
= U x avg. resPonse time
= Utilization x R --___ (7)

Ex: Consider a disk UO system in which an VO request arrives at a rate of 100 VOs per second. The service

time, Rs, is 8 ms. The following measurts of disl performance can be computed using the relationships

developed above - utilization of UO controller (U), total response time @), average queue size I U2 / (l - LD]

and total time spent by a reques in a queue (U x R), as follows:

Arrival rate (a) : 100 UOls; consequently' the arrival time

Ra: l/a= l0 ms
Rs=8ms(given)
l. Utiliution (U) = Rs / Ra : 8 / l0 = 0.8 or 80%

2. Response time (R) = Rs /(l - tD : 8 / (l - 0.81 : 46 rt
3. Average queue sizn=tJZ I (l - U) = (0.8)2 / (l - 0.8) = 3.2

+. fime ipent by a r€quest in a queue = U x R, or the total response timeservice time = 32 ms

Now, if con6oller power is doubled, the service time is halved; consequently, Rs = 4 ms in this scenario.

l. Utiliation (U) -- 4 I l0 : 0.4 or 4V/o

2. Response time (R) = 4 / (l - 0.41 = 6.6, .t
3. Average queue size= (0.4)2 I (l - 0.4) = 0.26

4. Time spent by a request in a queue = 0.4 x 6-67 =2-67 ms

As a result, it can be concluded that by reducing the service time (the sum of seek time, latency, and internal

t -.f". ot l or utilizalion by half, tir" ."tpon." time can be reduced drastically (almost six times in the

preceding eiample). The relationship between utilization and response time is shown in Figure 2-10.
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2.5 Logical Components of the Host
. The logical components of a host consist of the software applications and protocols that enable daia

- communication with the user as well as the physical components. Following are the logical components of a
host:
r Operating system
r Device drivers
r Volume manager
r File system
r Application

2.5.1 Opereting System
An operating syslez controls all aspects of the computing environment. It worts betrreen the application and
physical components of the computer system. One ofthe services it provides to the application is data access.

The operating system also moniton and responds to user actions and the environment. It organizes and controls
hardware components and manages the allocation of hardware resources.

2.5.2 Device Driver
A device driver is special software that permits the operating system to interact with a specific device, such as a
printer, a mouse, or a hard drive. A device driver enables the operating system to recognize the device and do

:,se a standard interface @mvided as an applicatioa progranming interface, or APII to access and control
devices. Device drivers are hardware dependent and operating system specific.

2.53 Volume Manager
Disk parlitioning was introduced to impmve the flexibility and utilization of HDDs. In partitioning an HDD is
divided into logical containers calld logical volumes @ Zsl (see Figure 2- I I ).
Concatenatbn is the process of grouping several smaller physical drives and presenting them to the host as one
logical drive (see Figure 2-l l).
The evolution of logical Yolume Managers (LVMs) enabled $e dynamic extension of file system capacity and
efficient storage management. LVM is software that runs on the host computer and manages the logical and
physical storage. LVM is an optional, intermediate layer between the file system and the physical disk. It can
aggegate several smaller disks to form a larger virtual disk or to partition a larger-capacity disk into virtual,
smaller-capacity disks, which are tlen presented to applications. The LVM provides optimiz€d storage aocess

and simplifies storage rcsourc€ management. It hides details about the physical disk and the location of data on
the disk; and it enables administrators to change the storage allocation without changing the hardware, even
when the application is running.
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Logic.l volr.'|t.

-

E I
P.ialtlonlng lco'rcltan'tbt!

Flgure 2-t t: Disk partitioning and concatenation

The basic LVM components are the physical volumes, volume groups, and logical volumes. In LVM
terminology, each physical disk connected to the host system is a plrysical volume (PY). LVM converts the

physical storage provided by the physical volumes to a logical view of storage, which is then used by the

operating system and applications. A volume group is created by grouping together one or more physical

,blumer. A wique physical volume identifrer (PVID) is assigaed to each physical volume when it is initialized

for use by the LVM.
Logical volumes are created within a given volume group. A logical volume can be thought ofas a virtual disk

partition, while the volume group itself can be thought of as a disk A volume goup can have a number of
iogical volumes. The size ofa logical volume is based on a multiple ofthe physical extents.

2.5.4 File System
A file is a tollection of related records or data stored as a unit with a name. A file sysum is a hierarchical

structure of files. File systems enable easy access to data files residing within a disk drivg a disk partition, or a

logical volume. A file system needs host-based logical structures and software routines that control access to ^
files. tt provides users with the functionality to create, modify, delete, and access files. Aile system organizes

data in i structured hierarchical manner via the use of directories, which are containers for storing pointers to

multiple files. All file systems maintain a pointer map to the directories, suMirectories, and files that are part of
the file system. Some of the common file systems are as follows:
r FAT 32 (File Allocation Table) for Microsoft Windows
r NT File System (NTFS) for Microsoft Windows
r UNIX File System (UFS) for LJNIX
r Extended File System (EXT2i/3) for Linux
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FIturc r.t2: Process of mapping user files to disk storage
Figure 2-12 shows the following process of mapplng user files to the disk storage subsystem with an LVM:
l. Files are created and managed by users and applications.
2. These files reside in the file systems.
3. The file systems are then mapped to units of dat4 or file system blocks.
4. The file system blocks are mapped to logical extents.
5. These in tum are mapped to disk physical extents either by the operating system or by the LVM.
6. These physical extents are mapped to the disk storage subsystem.

2.5.5 Application

-^-n 
application is a computer program that provides the logic for computing operations. It provides an interface

'Uetween the user and the host and among multiple hosts. Conventional business applications using databases
have a three-tiered architecture - the application user interface forms the front-end tier; the comp-uting logic
forms, or the application itself is, the middle tier; and the underlying databases that organize tte aata form itre
back-end tier. The application sends requ€sts to the underlying operating system to perform read/ write (R/W)
operations on the storage devices. AFplications can be layered on thJdatabase, which in tum uses the OS
services, to perform R/W operations to storage devices. These R/W operations (VO operations) enable
transactions between the front-end and back-end tiers.

Data access can be classified as blockJevel or filelevel depending on whetier the application uses a logical
block address or the file name and a file record identifier to read fiom and write to a disl.
Block-Level Access
Block-level access is the basic mechanism for disk access. In this type of access, data is stored and retrieved
from disks by specifing the logical block address. The block aidress is derived based on the geometric
configuration of the disks. Block size defines the basic unit of data storage and retrieval by an apltication.

-

-

-
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Databases, such as Oracle and SQL Server, define the block size for data access and the location ofthe data on

the disk in terms ofthe logical block address when an VO operation is performed.

File-Level Access
File-level access is an abstraction of block-level access. File-level acc€ss to data is provided by specifuing the

name and path of the file. It uses the underlying block-level access to storage and hides the complexities of
togical block addressing (LBA) from the application and the DBMS.

2.6 Application Requirements and Disk Performance
fne anaiysis of applicat-ion storage requirements conventionally begins with determining storage capacity. This

can Ue easity estimated by the size and number of file systems and database components that will be used by

applications. The applicaiion VO size and the number of VOs the application generates are two important

measures affecting disk performance and response time.

consequently, the storage desigr and layout for an application commences with the following:

l. Analyzing the number ofVOs generated at peak workload

2. Documenting the application VO size or block size.

Consider an example of a SCSI controller (SCSI interface) with a throughput of 160 MB/s and disk service time

Rs = 0.3 ms. The computation of the rate (l / [Its + Transfer time]) at which IiOs are serviced in a typical

database VO with block sizes 4 KB, 8 KB, 16 KB, 32 KB, and 64 KB are shown in Table 2-1. The rate at which

the application UOs are serviced is termed yOs per second (IOPS)'

Tabb 2-t: Maximum loPS Performed by sCSl controllel

As a result, the number of IOPS per contmller depends on the VO block size and ranges from 1,400 (for 64 KB)

to 3,100 (for 4 KB).

The disk service time (RS) is a key measure of disk performance; Rs along with disk utilization rate (U)

;;;ir* the VO response time foi applications. As shown earlier in this chapter, the total disk service timea

6.S1 i, tt " 
.u, of seek time (E), mtational latency (L), and the internal transfer time (X):

Rs=E+L+X
E is determined based on the randomness of the UO request. L and X are measures provided by disk vendors as

technical specifi cations of the disk.

Consider an example with the fotlowing specifications provided for a disk:

r Average seek time of 5 ms in a random VO environmen! or E = 5 ms'

, nirt itution speed of 15,000 rpm - from which rotational latency (L) can be determined' which is one half

of the time taken for a full rotation or L: (0.5 / 15,000 rpm expressed in ms)'

r40MB/sinternaldatatransferrate,fromwhichtheintemaltransfertime
61; dJ;;J on the block siie of the I/o - for exampte, an Vo with a block size of 32 KB or X = 32

KB / 40 MB.
Consequently, Rs:5 ms + (0.5 / 15,000) + 32 KB I 40 MB = 7'8 ms'

ttre maximum number of VOs serviced per second or IOPS = l/ RS'

Irr;h;;;., for an VO witfr a ttoct'size of 32 KB and RS = 7.8 ms, the maximum IOPS will be I / (7'8 x

l0-3) = 128 IoPS.

4 KB / 160 MB : o.o25 1 / (o.3 + O.o25) : 3,0764KB

I KB / 160 MB: o.o5 I / (0-3 + o.o5):2,857

16 KB / t6o MB: o.l I / (o.3 + o.l) :2,500

32 KB / 160 MB : o'2 | / (o.3 + o.2) - 2,s69f2 KB

64 KB / 160 MB : o.4 | / (0.3 + o.4) : 1,42864 KB

,RANSFER rlME (lUS) IOPS= r/(Rs + TnANSTER TIME)BLOCK SIZE
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5 ms + (O.5 / l5,OO0 rpm) +
4K/4aMB:5+2+O.l:7.1

4KB 140

5 ms + (O.5 / I5,OOO rpm) +
aK / 4OMB:5 +2+O.2-7.2

8KB 139

5 ms + (O.5 / l5,oo0 rpm) +
l6K/4OMB-5+2+O.4-7.4

16 KB r35

5 ms + (o.5 / l5,Oo0 rpm) +
52Kl4OMB:5+2+O.8:7.8

128

5 ms + (O.5 / l5,OOO rpm) +
64Kl4OMB:5 + 2+ 1.6-8.6

64 KB tr6

T.bla 2-2: Maximum loPS Performed by Disk Drive

For the example in Table 2-2, the VO response time (R) for an UO with a block size of 64 KB will be

\-, approximately 215 ms when the controller works close to 96 percent utilization, as shown.here:
R: Rs / (l- I-D

= 8.6 / (1-0.e6)
= 215 ms

If an application demands a fasEr response time, then the utilization for the disks should be maintained below
70 percent, or the knee ofthe curvg after which the response time increases exponentially.

The total number ofdisks required (N) for an application is computed as follows:
If C is the number of disks required to meet the capacity and / is the number of disks required for meeting
IOPS, then N: Max (C, I
Disk vendors publish the disk potential in terms of IOPS based on the benchmark they carry out for different
block sizes and application environments.
Consider an example in which the capacity requirements for an application are 1.46 TB. The peak workload
generated by the application is estimated at 9,000 IOPS. The vendor specifies that a 1,16 GB, 15,000-rpm drive
is capable of a maximum of 180 IOPS (U = 7Yo).
ln this example, the number of disks required to meet the capacity requirements will be only 1.46 TB / 146 GB: l0 disks. To meet 9,000 IOPS, 50 disks will be rcquired (9,000 / 180). As a result, the number of disks

.-equired to meet the application demand will be Max (10,50) = 50 disks.

Dept. of csE, SIET 2018-19 23

BLOCK SIZE RS = E+L+X loPs - r/ns

32 KB
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3.1 Implementation of RAII)
There 6Ip two types of RAID implementation, hardware and software. Both have their merits and demerits.

3.1.1 Software RAII)
Software RAID uses host-based software to provide RAID functions. It is implemented at the operating-system

level and does not use a dedicated hardware controller to manage the RAID array.

Software RAID implementations offer cost and simplicity benefits when compared with hardware RAID.

Limitations of software RAID:
1. Performance: Software RAID affecB overall system performance. This is due to the additional CPU cycles

required to perform RAID calculations.
2. Supported features: Software RAID does not support all RAID levels'

3. Oferating system compatibility: Software RAID is tied to the host operating system hence upgrades to

software RAID or to the operating system should be validated for comPatibility-

3.12 Hardware RAID

the array.
Controlier card RAID is host-based hardware RAID implernentation in which a specialized RAID controller is

installed in the host and HDDs are connected to it. RAID Controller interacts with the hard disks using PCI

bus.
Manufacturers integrate RAID controllers on motherboards. This reduces the overall cost of the system, but

does not provide the flexibility required for high-end storage systems-

The extemal RAID controller is an array-based hardware RAID. It acts as an interface between host and disks.

It presents slorage volumes to hos! which manage the drives using the supported protocol.

Key func'tions of RAID controllers are:

l. Management and control ofdisk aggregations

2. Translation of yO requests b€tween logical disks and physical disks

3. Data regeneration in the event of disk failures.

3.2 RAID Array Components
A RAID array is an encloiure that contains a number ofHDDs and the supporting hardware and software to

implementRAID.
g,lOO. inside a RAID array are contained in smaller sub-enclosures. These sub-€nclosur€s, or physical arrays,

hold a fixed number of HDDs, and also include other supporting hardware, such as power supplies.

Yoil,L
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Xn

Frgurc !-t: components of RAID array 
R rD &?'v

A subset of disks within a RAID array can be grouped to form logical associations called logicel arrays, also

known as a RAID set or a RAID group (see Figure 3-l). Logical arrays are comprised of logical volumes

(LV). The operating system recognizes the LVs as if they are physical HDDs managed by the RAID controller.

ifr}P"13*T]}ned on the basis of 1) striping, 2) mirroring, and 3) parig rcchniques. These techniques

determine the data availability and performance characteristics of an array. Some RAID arays use one

technique, whereas others use a combination oftechniques.

TaH. t-l: Raid Levels

33.1 Striping
A RAID set ii a group ofdisks. Within each disk, a predefined number ofcontiguously addressable disk blocks

are defined * 
"f"ip". 

m" set of aligned strips that spans across all the disks within the RAID set is called a

stipe (Figrc3-2).

RAID o Striped array wkh no fault tolerance

RAID I Disk mirroring

RAID 3 Parallel access array with dedicated parity disk

Striped array with independent disks and a dedicated parity diskRAID 4

Striped array with independent disks and distributed padtyRAID 5

Striped array with independent disks and dual disrributed parityRAID 6

Nested Combinations of RAID levels. Example: RAID I + RAID o

LEYELS BRIEF DESCNIPTION
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5

$tr

Figure 3-2: Striping
Sttilt siu lalso called stbe dqth) describes the number of blocks in a srrip, and is the maximum amount of
data that can be written to or read ftom a single HDD in the set. All strips in a stripe have the sane number of
blocks.
Stripe wi&h refers to the number of data srips in a stripe.

Stdped RAID does not protect data unless parity or mirroring is used. Striping significantly impmves VO

performance.

33.2 Mirroring
Minofing is a-technique whereby data is stored on two different HDDs, yielding two copies of data- In the

event of one HDD failure, the data is intact on the surviving HDD (see Figure 3-3) And the controller continues

to service the host's data rcquests from the surviving disk.
xktth9

ftulr !.t: l&roed & in an atraY

When the failed disk is replaced with a new dislq the controller copies the data from the surviving disk ofthe
mirrored pair.
Mirroring provide complete data redundancy, and also enables faster recovery from disk failure.

Mirroring is not a substitute for data backup. Mirroring constantly captures changes in the dat4 whereas a

backup captures point-in-time images of data'

r"",
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Mirroring involves duplication of data - amount of storage capacity needed is twice the amount of data being

stored.
Therefore, mirroring is considered expensive and is preferred for mission-critical applications that cannot afford

data loss.
Minoring improves read performance because read requests can be serviced by both disks. However, write

performance decreases, as each write request must perform two writes on the HDDs.

33.3 Parity
Pariry is a method of protecting striped data from HDD failure without the cost of mirroring. An additional

HDD is added to the stripe width to hold parity. Parity is a redundancy check that ensures full protection of data

without maintaining a full set of duplicate data.

Pfiity infomation can be stored on s€parate, dedicated HDDs or distributed across all the drives in a RAID set.

Figure 34 shows a parity RAID. The first four disks, labeled D, contain the data. The fifth disk labeled P,

stores the parity information, which is the sum of the elements in each row. Now, if one of the Ds fails, the

missing value can be calculated by subtracting the sum ofthe rest ofthe elements ftom the parity value.

D DDP

Parlty Disk

fEu.. H: Paity R ID

The computation of parity is represented as a simple arithmetic operation on the data- Parity calculation is a

bitwise XOR orf,}talion. Calculation of parity is a function of the RAID controller.

Advantage: Compared to mirroring, parity implementation considerably reduces the cost associated with data

protection.
Consider a RAID configuration with five disks. Four of these disks hold data, and the fifth holds parity^

information. Parity requires 25 percent extra disk space compared to mirmring, which requires 100 perce^
exfa disk space.

Disadvantage: Parity information is generated from data on the data disk. Therefore, parity is recalculated

every time there is a change in data. This recalculation is time-consuming and affects the performance of the

RAID controller.

33.4 RAID O

D

Data Disks

In a RAID 0 configuration, data is striped across the HDDs in a RAID set. lt utilizes the full storage capacity by

distributing strips of data over multiple HDDs'
To read data all the strips are put back together by the controller.

The stripe size is specified at a host level for software RAID and is vendor specific for hardware RAID.

figure i-5 shows i{AID 0 on a storage array in which data is striped across 5 disks. When the number of drives

in the array increases, performance improves because more data can be read or written simultaneously.

Adv: RAID 0 is used in applications that need high VO throughput.

Disadv: RAID 0 does not provide data protection and availability in the event ofdrive failures.

Dept. of csE, SIET 20r8-19
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Figure 3{: RAID I

In a RAID I configuration, data is mirrored to improve fault tolerance (Figure 3{). A RAID I group consists of
at least two HDDs. As explained in minoring, every write is written to both disks. In the event of disk failure,

the impact on data recovery is the least among all RAID implementations. This is because the RAID controller

uses the mirror drive for data recovery and continuous operation.

RAID I is suitable for applications that require high availability-

33.6 Nested RAID
Most data centers require data redundancy and performance from their RAID arrays.

RAID 0+1 and nnm 1+0 combine the performance benefits of RAID 0 with the rcdundancy benefits of
. IAID l. They use striping and mirroring techniques and combine their benefits. These types of RAID require

-* eren number of disk, the minimum being four (see Figure 3-7).

RAID l+0 is also known as RAID 10 (Ten) or RAID l/0. Similarly, RAID 0+l is also known as RAID 0l or

RAID O/I.
RAID l+0 performs well for workloads that use small, random, write-intensive VO.

Some applications that benefit from RAID l+0 include the following:
l. High transaction rate Online Ttansaction Processing (OLTP)

2. l,arge messaging installations
3. Database applications that require high UO rate, random access, and high availability.
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Figure 3-5: RAID 0

33.5 RAID 1
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Oata from host

tc9 !

Stcp 2

+Disks+ +-o||c.3------->
(.) RAIo 1+o (b) RAID O+1

Figure 3-7: Nested RAID
A common misconception is that RAID l+0 and RAID Grl are the same.

RAID 1+0 is also called striped minor. The basic element of RAID l+0 is a mirrored pair, which means that
data is first mirrored and then both copies of data are striped across multiple HDDs in a RAID set. When
replacing a failed drive, only the mirror is rebuilt, i.e. the disk array controller uses the surviving drive in the
mirrored pair for data recovery and continuous operation. Data from the surviving disk is copied to the
replacement disk.
RAID 0+1 is also called mirrored stripe. The basic element of RAID Grl is a stripe. This means that the
process of striping data across HDDs is performed initially and then the entire stripe is mirmred. If one drive
fails, then the entire stripe is faulted. A rebuild operation copies the entire stripe, copying data from each disk in
the healthy stripe to an equivalent disk in the failed stripe.
Disadv: This causes increased and unnecessary I/O load on the surviving disks and makes the RAID set more
vulnerable to a second disk failure.

33.7 RAID 3
RAID 3 stripes data for high performance and uses parity for improved fault tolerance.
Parity information is stored on a dedicated drive so that data can be reconstructed ifa drive fails.
For example, of five disks, four are used for data and one is used for parity. Therefore, the total disk space

required is 1.25 times the size of the data disks.
RAID 3 always reads and writes complete stripes of data across all disks, as the drives operate in parallel. There

are no partial writes that update one out of many strips. Figure 3-8 illusrates the RAID 3 implementation.\
RAID 3 provides good bandwidth for the transfer of large volumes of data. ITAID 3 is used in applications that
involve large sequential data access, such as video sfreaming.
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Figure 3{: RAID 3

33.8 RAID 4
Similar to RAID 3, RAID 4 stripes data for high performance and uses parity for improved fault tolerance (refer

to Figure 3-8). Data is striped across all disks except the parity disk Parity inrbrmation is stored on a dedicated

disk so that the data can be rcbuilt ifa drive fails. Striping is done at the block level.

Unlike RAID 3, data disks in RAID 4 can be accessed independently so that specific data elements can be read

or written on single disk without read or write of an entire stripe. RAID 4 provides good read throughput and

reasonable write throughput.

33.9 RAID 5
RAID 5 is a very versatile RAID implementation. It is similar to RAID 4 because it uses striping and the drives

(strips) are independently accessible.
ih"'diff"r"no between RAID 4 and RAID 5 is the parity location. In RAID 4, parity is wdtten to a dedicared

Yrive, creating a write bottleneck for the pnity disk. In RAID 5, parity is distributed across all disks. The

distribution of p*ity in RAID 5 overcomes the write bottteneck. Figure 3-9 illustrates the RAID .5

implementation.
nAp S ir prefened for messaging, data mining, medium-performance media serving and relational database

management system @DBMS) implementations in which database administraton @BAs) optimize data access.
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Figure 3-9: RAID 5 Figure 3-10: RAID 6

33.10 RAID 6
RAID 6 includes a second parity element to enable survival in the event ofthe failure of two disks in a RAID
group (Figure 3-10). Therefore, a RAID 6 implementation requires at least four disks. RAID 6 distributes the
parity across all the disks.
The write penalty in RAID 6 is more than that in RAID 5; therefore, RAID 5 writes perform better than RAID
6. The rebuild operation in RAID 6 may take longer than that in RAID 5 due to the prcsence of two parity sets.

Dept. of CSE, SIET 2018-19

Al

It T!II
EE EI EI E E

C'

ol

!t !t

ct

o:l

tt



Prepared By: Prof SUTHAN R

3.4 RAID Comparison
T.Hc t-2: comparison of Different RAID Types

(n-l)*lOO/n
whete n: number
of disks

(n- r ).loo/n
where n: number
ol disks

Moderaie

Moderate

Good for ran-
dom reads
and very good
for sequential
rcads-

very good
for random
reads- cood lor
sequentialreads

Poor to lak for
small random
writes. 6ood for
laige, sequential
writes-

Fair for random
writea. slo{ver
due to par-
ity overhead.
Fair to good
for sequential
writes.

High

Higtr35

lio and
O+l

50 HiSh very good Moderate

3.5 RAID Impact on Disk Performance
When choosing a RAID type, it is imperative to consider the impact to disk performance and application IOPS.

ln both mirrored and parity RAID conligurations, every write operation translat€s into more I/O overhead

for the disks which is referred to as write penally.
Figure 3-l I illushates a single write operation on RAID 5 that contains a group of five disks. Four of

these disks are used for data and one is used for parity.
The parity (P) at the controller is calculated as follows:

Ep = Bt + E2 + E3 + E4 (XOR operations)
Here, Dl to Dl is striped data across the RAID group of five disks.

Whenever controller performs a write yO, parity must be computed by reading the old parity @p old)

and the old data (E4 old) from the dislq i.e. two read VOs.

The new parity (Ep new) is computed as follows:
Ep new = Ep old - E4 old + E4 new (XOR operations)

4

3

NoIOO0 2

Good. slower
than a single
disk, as eYery
write must be
commined to all
disis.

ModerateHigh50I Cood. Better
than a single
disk.

very good for
nndom reads-
cood lo very
good lor
sequential
$rrites.

4 3 HiSh

5TORAGE
E}FICIENCY 

'16

NEAO
PERTORHANCE

WRITE
PERFORiIANCE

WRITE
PENALTYcosTRAID

Very gpod
for random
reads. cood
for sequential
reads.

Good for small,
random writes
(has write
penaM.

very High6 Moderate but
more than RAID 5

(n-2)'loo/n
Yvhere n: number
of disks
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After computing the new parity, controller completes write UO by writing the new data and new parity onto the
disks, amounting to two write VOs.
Therefore, controller performs two disk reads and two disk writes for every write operation, and the write
penalty in RAID 5 implementations is 4.

2 XOR'

Ep ora Er ora Er --

Flgure 5-r t: W'ite penalty in RAID 5

3.5.1 Application IOPS and RAID Conligurations
When deciding the number of disks required for an application, it is important to consider the impact of RAID
based on IOPS generated by the application. The total disk load should be computed by considering the type of
RAID configuration and the ratio ofread compared to write from the host.
The following example illustrates the method of computing the disk toad in different types of RAID.

Consider an application that generates 5,200 IOPS, with 60 percent ofthem being reads.
The disk load in RAID 5 is calculated as follows:
RAID5diskload=0.6x5,200+4x(0.4x5,200)[becausethewritepenaltyforRAID5is4]
:3,120+4x2,080
:3,120 + 8,320
= I1,,140 IOPS

The disk load in RAID I is calculated as follows:
RAID I disk load :0.6 x 5,200 + 2 x (Q.4 x 5,200) [because every write manifests as two writes to the disks]
=3,120+2x2,080
:3,120 + 4,160
= 7,280 IOPS

Computed disk load determines the number ofdisks required for the application.
If in this example an HDD with a specification of a maximum 180 IOPS for the application needs to be used,
the number of disks required to meet the workload for the RAID configuration as follows:
RAID 5: I1,,140 / 180 = 64 disks
RAID l: 7 280 I 180 : 42 disks (appnrximated to the nearest even number)
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3.6 Hot Spares
A hot spare refers to a spare HDD in a RAID array that temporarily replaces a failed HDD of a RAID set.

A hot spare takes the identity ofthe failed HDD in the array.
One of the following methods of data recovery is performed depending on the RAID implementation:
1. Ifparity RAID is used, then the data is rebuilt onto the hot spare from the parity and the data on the surviving
HDDs in the RAID set.
2. If mirroring is used, then the data from the surviving mirror is used to copy the data.

When the failed HDD is replaced with a new HDD, one of the following takes place:

1. The hot spare replaces the new HDD permanently. This means that it is no longer a hot spare, and a new hot
spare must be configured on the array
2. When a new HDD is added to the system, data from the hot spare is copied to it. The hot spar€ r€tums to its
idle state, r€ady to replace the next failed drive.

A hot spare should be large enough to accommodate dara from a failed drive. System can implement multiple
hot spares to improve data availability.

'." 
hot spare can be configured as autorulic or user initiated, which specifies how it will be used in the event of

disk failure.
ln an aalomotic conliguration, when the recoverable error rates for a disk exceed a predetermined threshold,

the disk subsystEm tries to copy data from the failing disk to the hot spare automatically. If this task is
completed before the damaged disk fails, then the subsystem switches to the hot spare and marks the failing
disk as unusable.

Chapter 4 - Intelligent Storage System
Introduction
Business<ritical applications require high levels of performance, availability, security, and scalability. A hard

disk drive is a core element of storage that govems the performance of any storage system. RAID technolory
made an important contribution to enhancing storage performance and reliability, but hard disk drives even with
a RAID implementation could not meet performance requiremmts of today's applications.

With advancements in technology, a new breed of storage solutions known as m intelligent storage

syslezl has evolved. The intelligent storage systems detailed in this chapter are the featur€-rich RAID arrays that
jrovide highly optimized VO processing capabilities. These arrays have an operating environment that controls

the management, allocation, and utilization of storage resoutrces.

Y.l Components of an Inteltigent Storage System
An intelligint storage system consists of four key components i front end, cache, bock end, and physical disks.

Figure 4-l illustrates these components and their interconnections. An yO request received from the host at the

front-end port is processed through cache and the back end, to enable storage and retrieval of data from the

physical disk A read request can be serviced directly from cache ifthe requested data is found in cache.

20L8-79

4.1.1 Front End
The front end provides the interface between the storage system and the host. It consists of two components:

front-end porb and front-end controllers.
1. Front-end porls.. enable hosts to conn@t to the intelligent storage system. Each front-end port has processirig

logic that executes the appropriate transport protocol, such as SCSI, Fibre Channel, or iSCSI, for storage

connections. Redundant ports are provided on the front end for high availability.
2. Frunl-end conttollers: roule d?,ato and from cache via the intemal data bus.
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storage
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FEurc a-l: Components of an intelliSent storage syrtem

Front-End Command Queuing: Command queuing is a technique implemented on front-end controllers. I.,

determines the execution order of received commands and can reduce unnecessary drive head movements and

improve disk performance.

When a command is received for execution, the command queuing algorithms assigns a tag that defines a

sequence in which commands should be executed. With command queuing, multiple commands can be

executed concurrently based on the organization of data on the dislq regardless of the order in which the

commands were received.
The most commonly used command queuing algorithms are as follows:

1. First In First Out (FIFO): This is the default algorithm where commands are executed in the order in which

they are received (Figure 4-2 [a]). There is no reordering of requests for optimization; therefore, it is inefficient

in terms of performance.
2. Seek Time Optimization: Commands are executed based on optimizing read/write head movements, which

may result in reordering of commands. Without seek time optimization, the commands are executed in the order

they are received. For example, as shown in Figure 4-2(a), the commands are executed in the order A, B, C and

D. The radial movement required by the head to execute C immediately after A. With seek time optimization,

the command execution sequence would be A, C, B and D, as shown in Figure zl-2(b).

3. Access Time Optimizaiion: Commands are executed based on the combination of seek time optimizatiox,

and an analysis ofrotational latency for optimal

I/O Requests I/O koce.rbg
dat

Front-End

Cortrolhr

cylird€r'

Without

Figure 4-2: Front+nd

0 Ac E

(b) lvith seekrinc optidzation

Cylid.rsF oit-End
Contsdht
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4.1.2 Cache
Cache is an important component that enhances the I/O performance in an intelligent storage system. Cache is
semiconductor memory where data is placed temporarily to reduc€ the time required to service IIO requests
from the host.
Cache improves storage system performance by isolafing hosts from the mechanical delays associated with
physical disks, which are the slowest components ofan intelligent storage system. Accessing data from cache
takes less than a millisecond. Write data is placed in cache and then written to disk. After the data is securely
placed in cache, the host is acknowledged immediately.

Structwe of Cache.'Cache is organized into pages or slots, which is the smallest unit of cache allocation. The
size ofa cache page is configured according to the application UO size. Cache consists of the data store and tag
R 4ill The data store holds the data while tag RAM tracks the location ofthe data in the data store (see Figure 4-
3) and in disk.

Disk

Page

Data Stor€

Flgure &5: structure of cache

Entries in tag RAM indicate where data is found in cache and wherc the data belongs on the disk. Tag RAM
includes a dirty bff flag, which indicates whether the data in cache has been committed to the disk or not. It also

contains time-based information, such as the time of last access, which is used to identift cached information
that has not been accessed for a long period and may be freed up.

V.ead Operution with Cache: When a host issues a read rcquest, the front-end controller accesses the tag RAM
to determine whether the required data is available in cache.

If the requested data is found in the cache, it is called a read cache hit or rcad hil and data is sent directly to the
hos! without any disk operation (see Figure 44[a]). This provides a fast response time to the host (about a

millisecond).
If the requested data is not found in cache, it is called aruod cache miss or rcad miss aad the data must be read
from the disk (see Figure ,l-4[b]).
The back-end controller accesses the appropriate disk and retrieves the requested data. Data is then placed in
cache and is finally sent to the host through the front-end controller. Cache misses increase UO response time.
A pre-lelch, or read-aheod, algoithm is used when read r€quests are sequential.
In a sequential read request, a contiguous set of associated blocks is retrieved. Several other blocks that have not
yet been requested by the host can be read from the disk and placed into cache in advance. When the host

subsequently requests these blocks, the read operations will be read hits. This process sigrificantly improves the

r€sponse time experienced by the host.
The intelligent storage system offers fixed and variable pre-fetch sizes.
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h Jixed pre-fach, the intelligent storage system pre-fetches a fixed amount of data. It is most suitable when VO

sizes are uniform.
i voriabk pre-fach. the storage system pre-fetches an amount of deta in multiples of the size of the host

uest.

Figure 4-4: Read hit and read miss

Wrile Operalion with Cache: Write operations with cache provide performance advantages over writing

ai*",fi[" disks. When an UO is writte; to cache and acknowtedged, it is completed in less time (from the

host's ienpective) than it would take to write directly to disk'

A write operation with cache is implemented in the following ways:

1. Write.'back cache: Data is placed in cache and an acknowledgment is sent to the hos immediately. Later'

data from several writes are commited (de-staged) to the dislc Write response times are much faster, as the

urrlt op"-tior. are isolated from the mechanical detays of the disk. However, uncommitted data is at risk of

loss in the event of cache failures.
2. Write-through cache: Dara is placed in the cache and immediately written to the disk, and an

*t norrt.agrn.niis sent to the host. Because data is committed to disk as it arrives, the risks of data loss are low

but wdte rcsponse time is longer because ofthe disk operations'

Cache Implementotion Cache can be implemented as elther dedicated cache or global cache. With dedicated

cache, separafe sets of memory locations are reserved for reads and writes. In global cache, both reads and

*it", "* use any of the uvail'uble memory addresses. Cache management is more efficient in a global cachl
implementation, as only one global set of addresses has to be managed'

cache Managemenl.. cache is a finite and expensive resource that needs proper management' when all cache

p"g"r ; fiff&, some pages have to be freed up to accommodate new data and avoid performance degradation'

virious cache .anagernent algorithms are implemented in intelligent storagesystems:

1. Least Recently Used @Rtt: An algorithm that continuously monitots data access in cache and identifies

the cache pages that have not U""n 
""".Jt"a 

for a long time. LRU either frees up these pages or marts them for

reuse. This algorithm i, U*eJ on ttte assumption ttral aata which hasn't been accessed for a while will not be

requested by the host.

2. Mmt Recently used (MR[D: In MRU, the pages that have been accessed most recently are freed up 
-or

marked for reuse. fhis atgodmni ls basea on the ass'umption that recently accessed data may not be required for

a while.

As cache fills, storage system must take action to flush dirty pages (data written into the cahce but not yet

written to the disk) to manage availability. Flushing is the process of committing data from cache to the disk'

on the basis of the vo access rate ana pattem, trigh and low levels called walennatks are set in cache to

manage the flushing Process.
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Eigh wotermtrk QIWM) is cache utilization level at which the storage system starts highspeed flushing of
cache data
Low walerntark (LWM) is the point at which the storage system stops the high-s@ or forced flushing and
returns to idle flush behavior.
The cache utilization level, as shown in Figure 4-5, drives the mode of flushing to be used:
1. Idle flushing: Occurs continuously, at a modest rate, when the cache utilization level is between the high and
low watermark.
2. High watermark flushing: Activated when cache utilization hits the high watermark. The storage system
dedicates some additional resources to flushing. This type of flushing has minimal impact on host VO
processing.
3. Forcbd flushing: Occurs in the event of a large yO burst when cache reaches 100 percent of its capacity,
which significantly affects the UO response time. In forced flushing dirty pages are forcibly flushed to disk.

Idle flushlng

Hgurc r-5: Types of flushing

Cache Data Protedion: Cache is volatile memory, so a power failure or any kind of cache failure will cause the

loss of data not yet committed to the disk. This risk of losing uncommitted data held in cache can be mitigated
rsng cache rtnoring and cache vaalling:
1. Cache mirroring: Each write to cache is held in two different memory locations on two independent

memory cards. In the event ofa cache failure, the write data will still be safe in the mirrored location and can be

committed to the disk. Reads are staged from the disk to the cache; therefore, in the event ofa cache failure, the

data can still be accessed from the disk. As only writes are mirrored, this method results in better utilization of
the available cache. In cache mirroring approaches, the problem of maintaining cache coherenqt is introduced.

Cache coherency means data in two different cache locations must be identical at all times. It is the
responsibility ofthe array operating environment to ensure cohercncy.
,. Cache vaulting: In this case, Storage vendors use a set of physical disks to dump the contents of cache

\uring power failure. This is called cache vaulting and the disks are called vault drives. When power is restored,

data from these disks is written back to write cache and then written to the intended disks.

Cache is exposed to the risk of uncommitted data loss due to power failure. This problem can be addressed in
various ways: powering the memory with a battery until AC power is restored or using battery power to write
the cache content to the disk. In the event of extended power failure, using batteries is not a viable option
because in intelligent storage systems, large amounts of data may need to be committed to numerous disks.

4.13 Back End
The back end provides an interface between cache and the physical disks. It consists of two components: back-
end ports and back-end controllers. The back end controls data hansfers between cache and the physical
disks. From cache, data is sent to the back end and then routed to the destination disk. Physical disks are

connected to ports on the back end. The back end controller communicates with the disks when performing
reads and writes and also provides additional, but limited, temporary data storage. The algorithms implemented
on back-end controllers provide error detection and correction, along with RAID functionality.

4.1.4 Physical Disk

High watermark
flushing

Forced tluihiag
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trrTTITII
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A physical disk stores data persistently. Disks are connected to the back-end with either SCSI or a Fibre

Channel interface (discussed in subsequent chapters). An intelligent storage system enables the use ofa mixture

of SCSI or Fibre Channel drives and IDE/ATA drives.

Logical Unit NumDer.. Physical drives or groups of RAID protected drives can be logically split into volumes

known as logical volumes, commonty referred to as Logical Unil NuraDer (LuNs). The use of LUNs improves

disk utilization.
For example, without the use ofLUNs, a host requiring only 200 GB could be allocated an entire ITB physical

disk. Using LUNs, only the required 200 GB would be allocated to the hos! allowing the remaining 800 GB to

be allocated to other hosts.
In the case of RAID protected drives, these logical units are slices of RAID sets and are spread across all the

physical disk belonging to that set. The logical unis can also be seen as a logical partition ofa RAID s€t thal is
presented to a host as a physical disk.
For example, Figure 4-6 shows a RAID set consisting of five disks that have been sliced, or partitioned, into

several LUNs. LUNs 0 and I are shown in the figure.

Intelligent storage System8o3t t

t5n 2

Figure r[-5: Logical unit number
LUNs 0 and I are presented to hosts I and 2, respectively, as physical volumes for storing and retrieving data-

Usable capacity of the physical volumes is determined by the RAID type of the RAID set
The capacity ofa LUN can be expanded by aggregating other LUNs with it. The result of this aggregation is a

larger capacity LUN, known as a meta-LW.

LUN Masking: LW masking is a process that provides data access control by defining which LUNs a host can

access. LUN masking function is typically implemented at the front end controller. Thib ensures thal volume

access by servers is controlled appropriately, preventing unauthorized or accidental use in a distributed

environment.
For example, consider a storage array with two LUNs that store data of the sales and finance departments.

Without LUN masking, both departnrents can easily see and modi! each other's data, posing a high risk to data

integrity and security. with LUN masking, LUNs are accessible only to the desigrated hosts.

4.2 Intelligent Storage Array
Intelligent storage systems generally fall into one ofthe following two categories:

1. Eigh-end storage systems
2. Midrange storage systems

Storage
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Active

Host

StoGge Aray
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42.1 Eigh+nd Storage Systems
High-end storage systems, rcferred to as adive4dive onays, are aimed at large enrcrprises for centralizing

*rpoot" data. These arrays are designed with a targe number of controllers and cache memory. An active-

active array implies that the host can perform UOs to its Lt Ns across any of the available paths (see Figure 4-

7).

To address the enterprise storage needs, these arrays provide the following capabilities:

l. Large storage capacity
2. l.arge amounts of cache to service host VOs optimally
3.
4.
5.
6.
7.

9.

Fault tolerance architecture to improve data availability
Connectivity to mainframe computers and open systems hosts

Availabiliryof multiple front-end ports and interface protocols to serve a large number Of hosts

Availability of multiple back-end Fibre Channel or SCSI RAID controllers to manage disk processing

Scalability to support increased connectivity, performance, and storage capacity requlremgnts

Ability to hand;1arge amounts ofconcurrent VOs from a number of servers and applications

Suppo( for array-based local and remote replication

4.2.2 Midrange Storage System
Midrange storage systems are also referred to as active-passive anorys and they are best suited for small- and

medium-sized ;nterprises. In an active-passive array, a host can perform VOs to a LUN only through the paths

to the owning controller of that LUN. These paths are called adive pdhs. The other paths are passive with

respect to this LUN.
As shown in Figure 4-8, the host can perform reads or writes to the LUN only through the path to controller A,
as controller A is the owner of that LUN. The path to conEoller B remains passive and no VO activity is

performed through this path.

ilAid.*g" urray.=*" deiigned to meet the requirements of small and medium enterprises; therefore, they host

less stolge capacity anJ global cache than active-active arrays. There are also fewer front-end ports for

connectioi to serveis. However, they ensure high redundancy and high performance for applications with

predictable workloads. They also support array-based local and remote replication.
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Module - 2: Storage Networkins Technolosies and Virtualization

Introduction: Direct-Attached Storage (DAS) is an architecture where storage connects directly to servers.
Applications access data from DAS using blockJevel access protocols. The intemal HDD of a host, tape
libraries, and directly connected extemal HDD packs are some examples of DAS.

Types ofDAS
DAS is classified as intemal or external, based on the location ofthe storage device with respect to the host.
1 Internal DAS: In internal DAS architectures, the storage device is intemally connected to the host by a serial
or parallel bus. The physical bus has distance limitations and can only be sustained over a shorter distance for
high-speed connectivity. Supports limited number of devices, and they occupy a large amount of space inside
the host, making maintenance of other components difficult.
2 External DASz ln extertal Dl,S architectures, the server connects directly to the external storage device (see

.- Figure 5-l). In most cases, communication between the host and the storage device takes place over SCSI or FC
protocol. Compared to intemal DAS, an extemal DAS overcomes the distance and device count limitations and
provides centralized management of storage devices.

I

Storage arr.y

ll8.!.c 3-t: Ertellnl D s dr<hrl.!.lut(.

DAS Benefits and Limitations
Benefits
1. DAS requires a relatively lower initial investment than storage networking.
2. DAS configuration is simple and can be deployed easily and rapidly.
3. Setup is managed using host-based tools, such as the host OS, which makes storage management tasks easy

for small and medium enterprises.
4. DAS is the simplest solution when compared to other storage networking models and requires fewer
management tasks, and less hardware and software elements to set up and operate.

Limitations
l. DAS does not scale well.
2. A storage device has a limited number of ports, which restricts the number ofhosts that can directly connect

to the storage.

3. Limited bandwidth in DAS restricts the available I/O processing capability.

I
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4. When capacities are being reached, the service availability may be compromised, and this has a ripple effect
on the performance ofall hosts attached to that specific device or array.
5. DAS does not make optimal use of resources due to its limited ability to share front end ports.
6. In DAS environments, unused
under-utilized storage pools.

Disk Drive Interfaces

resources cannot be easily re-allocated, resulting in islands of over-utilized and

!: htt and the storage device in DAS communicate with each other by using predefined protocols such asIDE/ATA, SATA' sAs, SCSI,_and_ FC. These protocols are implemented-on a"- rno *it oller. Therefore, a
storage device is also known by the name of the protocol it iupports. rhis section J"."riu". each of these
storage devices in detail.
I IDE/ATA
An Integrated Device Electronic:/A9van:€d Technology Attachment (IDSATA) disk supports the IDEprotocol. The ATA component f tle inr{tt lor *nne"iing storage devices, such as cD-Ro-Ms, floppy diskdrives, and HDDs, to the motherboard. IDE/ATA tras a iariery- of standards ;; ;;"., such as ATA, aATA/ATAPI, EIDE, ATA-2, Fast ATA, ATA-3, urtra ATA, and urtra DMA. The latest version of ATA_Ultra DMA,rl33-supports a throughput of I 33 MB per second.

In^a master-slave configuration, an ATA interface supports two storage devices per connector. However,ifthe performance of the drive is important, sharing a port between two devices is not recommended.
An IDUATA disk offers excellent performance at low cost, making it a popular anJ commonly used

hard disk.

4Gpan coonector
FiSure 5-2: Common IDE connectors

34-pin connsclor

2. SATA
A SATA (Serial ATA) is a serial version of the IDUATA specification. SATA is a disk-interface technology
that was developed by a group.of the industry's leading vendors with the aim of repl""irg pu12ff"f efe.
A-SATA$ovides point-to-point connectivity up to a disance of one meter and enables-<lata transfer at a speed
of 150 MB/s. Enhancements to the SATA have increased the data transfer speed up to 600 lrdB/s.
A SATA bus directly connects each storage device to the host through u aeai"*ea linlq making use of /orp-
voltage .ffirential signaling (LYDS). LVDS is an electrical sigraling system that can providi high-speed
connectivity over low-cost, twisted-pair copper cables. For dara transfer, a SATA bus uses LVDS with i voitage
of250 mV.
A. f4TA bus uses a small 7-pin connector and a thin cable for connectivity. A SATA port uses 4 sigral pins,
which irnproves its pin efficiency.
SATA devices are hot-pluggable, which means that they can be connected or removed while the host is up and
run1inq. A SATA port permits single{evice connectivity. Connecting multiple SATA drives to a host r€quir€s
multiple ports to be present on the host.
3. Parallel SCSI

2
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SCSI is available in a variety of interfaces. Parallel SCSI (referred to as SCS| is one of the oldest and most
popular forms of storage interface used in hosts. SCSI is a set of standards used for connecting a peripheral
device to a computer and transferring data between them.
SCSI has undergone rapid revisions, resulting in continuous performance improvements. The oldest SCSI
variant, called SCSI-I provided data transfer rate of 5 MB/s; SCSI UlEa 320 provides data transfer speeds of
320 MB/s. Other variants ofSCSI and transfer speeds are listed in Table 5-2.

faH€ Ft: Compadson o{ IDE/ATA with SCS|

Introduction to Parallel SCSI
Shugart Associates and NCR developed a system interface in l98l and named it Shugart Associates System
Interface (SASI). SASI was developed to build a proprietary, high-performance standard primarily for use by
these two companies.
However, to increase the acceptance of SASI in the industry, the standard was updated to a more robust
interface and renamed SCSI. ln 1986, the American National Standards lnstitution (ANSI) acknowledged the
new SCSI as an industry standard.
SCSI, first developed for hard disks, is often compared to IDBATA. SCSI offers improved performance and

expandability and compatibility options, making it suitable for high-end computers.
However, the high cost associated with SCSI limits its popularity among home or business desktop users.

Evolution of SCSI
\-. scsl-l

SCSI-1, renamed to distinguish it from other SCSI versions, is the original standard that the ANSI approved.

SCSI-I defined the basics ofthe first SCSI bus, including cable length, signaling characteristics, commands,
and transfer modes. SCSI-I devices supported only single-ended transmission and passive terminatioz. SCSI-I
used a narrow 8-bit bus, which offered a maximum data transfer rate of 5 MB/s.
SCSI-I implementations resulted in incompatible devices and several subsets of standards. Due to these issues,

work on improving the SCSI-I standard began in 1985, a year before its formal approval.
2. SCSr-2
To control the various pmblems caused by the nonstandard implementation of the original SCSI, a working
paper was created to define a set of standard commands for a SCSI device. This set of standards, called the
common command set (CCS), formed the basis of the SCSI-2 standard. SCSI-2 was focused on improving
performance, enhancing reliability, and adding additional features to the SCSI-I interface, in addition to
standardizing and formalizing the SCSI commands. The ANSI withdrew the SCSI-I standard and, in 1994,

approved SCSI-2 as one large document: X3.l3l-1994. The transition from SCSI-I to SCSI-2 did not raise

much concern because SCSI-2 offered backward comparibility with SCSI-I.
3. SCSIS

3

Speed loo, 133, t50 MB/s 32o MB/s

Conneaivity lnternal lnternal and external

Moderate to highLow

H ot-plugga ble No Yes

HighModerate to lowPer{ormance

Ease ol configuration High Low to moderate

Maximum number of
devices supported

l62

FEATUNE scst
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In 1993, work began on developing the next version
standard document is comprised different but related

I standard, SCSI-3. Unlike SCSI-2, the SCSI-3
rather than one large dccument.

of the SCS
standards,

SCSI interface (Table 5-2 lists some_ofthe available parallel sCSI interfaces). The SCSI design is now making
a transition into Serial Attached scsl (sAs), which ls based on a serial point-to-poi"t a"rig,, while retainini
the other aspects ofthe SCSI technology.

SCSI Interfaces

Table t-2t SCSI Inlc.ldces

SCSI-3 Architecture

The three major components ofa SCSI architectural model are as follows:l' SCSI-3 command protocol: This consists of primary commands that are common to all devices as well as
device-specific commands that are unique to a given class ofdevices.
2- 

^Transport 
layer protocols: These are a standard set of rules by which devices communicate and share

information.
3. Physical layer intercotrtrects: These are interface details such as electrical sigraling methods and data
transfer modes.
Common access methods are the ANSI software interfaces for SCSI devices.
Figure 5-3 shows the SCSI-3 standards architecture with interrelated groups ofother standards within SCSI-3.

The SCSI-3 architecture defines and categorizes various SCSI-3 standards and requirements for sCsI-3implementations. The SCSI-3 architecture was approved and published * o" 
"t 

na"i-x.r.zzo-teeo uy trr.ANSI' This architecture helps developers, hardware designen, and us€rs to understand and etrectivell ,iili*^

4

SCS| I SCS|- t 5 MHz 5 MB/sB a
F.it SCS| SCSI-2 lO MHz to MB,/sa
Fast Wide
scst

scst.2:
scst-3 sPt
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Uhra SCSI SCSt-r 5Pt a 20 MHz 20 MB/r a
Uhra Wide
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Figu -!: SCSI-3 standards architecture

SCSI-3 Client-Server Model
SCSI-3 architecture derives its base from the client-server relationship, in which a client directs a service

re4uest to a server, which then fulfills the client's request. In a SCSI environment, an initiator-target concept

represents the client server model. In a SCSI-3 client-server model, a particular SCSI device acts as a SCSI

target device, a SCSI initiator device, or a SCSI target/initiator device.

Each device performs the following functions:
1. SCSI initiator device: Issues a command to the SCSI target device, to perform a task. A SCSI host adaptor

is an example ofan initiator.
2. SCSI target device: Executes commands to perform the task received from a SCSI initiator. Typically a

SCSI peripheral device acts as a target device. However, in certain implementations, the host adaptor can also

be a target device.

. igure 54 displays the SCSI-3 client-server model, in which a SCSI initiator, or a client, sends a request to a
-SCSI target, or a server. The target performs the tasks requested and sends the output to the initiator, using the

protocol service interface.
A SCSI target device contains one or more logical units. A logical unit is an object that implements one of the

device functional models as described in the SCSI command standards. A logical unit has two components, a

device server and a task manager, as shown in Figure 54.
The logical unit processes the commands sent by a SCSI initiator.
The device server addresses client requests, and the task manager performs management functions.
The SCSI initiator device is comprised of an application client and task management function, which initiates
device service and task management requests.

Each device service request contains a Command Descriptor Block (CDB). The CDB defines the comrnand to
be executed and lists command-specific inputs and other parameters specifoing how to process the command.

The SCSI devices are identified by a specific number called a SCSI ID. In narrow SCSI Ous width:8), the

devices are numbered 0 through 7; in wide (bus width=16) SCSI, the devices are numbered 0 tlnough 15. These

ID numbers set the device priorities on the SCSI bus. In nanow SCSI, 7 has the highest priority and 0 has the

lowest priority. In wide SCSI, the device IDs from 8 to 15 have the highest priority, but the entire sequence of
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wide SCSI IDs has lower priority than narrow SCS
SCSI is7,6,5,4,3,2,1,0,15, 14, 13, 12,ll, 10,9,

I IDs. Therefore, the overall priority sequence for a wide
and 8.

scst
T.rgat Ocvlcc

Device Servic€
Requeit

Loglcal Unl

_ Ta3* lln.gGmcnt
Requalt

scsl
InldatoiDavlcc

t

Applicataon
Cllent

Figurr 3-& SCSI-3 client-senrer model

SCSI Ports

ICSI ports are the physical connectors thal the SCSI cable plugs into for communication with a SCSI device. A
SCSI device may contain targelq-ory, initiator ports, target/initiator ports, or a target with multiple ports. Based
on the port combinations, a SCSI device can be classified as an initiator modeil a target model, a combined
model, or a target model with multiple ports (see Figure 5-5).

Inldator
lrl odel

Tar9et
tiodel

CombirEd
lrlodel

SSI T.rq<t

T.rgct l.lodcl wlth
HulUplE Port3

cLnt
ADDtrratbn

toiical
Unl

Olcrt
fpplc.rlo

Logi('al
lJ6l

r.glcf
unl

Inl.rtncc
Tnlt T.rt

tnLrt.cc
T:.L

Targat ln it btor/Ta.9€t !nilido. tr9?t
Port

T-fGt
Pat

I
scavaar
Ddle.ry

Subryltcrt

sc?vl(a

Flgure 5-5: SCSI device models with difterent port configurations
In an initiator model, the SCSI initiator device has only initiator ports. Therefore, the application client can only
initiate requests to the service delivery subsystem and receive confirmation. This divice cannot serve any
requests, and therefore does not contain a logical unit.
Similarly, a SCSI arget device with only a target port can serve requests but cannot initiate them. The SCSI
target/initiator device has a target/initiator port that can switch orientations depending on the role it plays while

6Dept. of csE,stET 2018-19

Prepared By: Prof SUTHAN F

Device Service
Raspons4 Dcvlca

Sarvar

T'3k
Hanigar

- Task lrainao€mclit
- ReaDoisa

SCSI lat$.ts Seil trrgtt,r ld{n.t

Inlbtot
,tort

-a
!

scsl rafgct

,
SGrtl<c
DolivCay

subiyrtam

5lrvaa
D.fEry

5u brrstcrrr

't



SToRAGE AREA NETWORKS (15CS754) Prepared By: Prof SUTHAN F

participating in an I/O operation. To cater to service requests from multiple devices, a SCSI device may also
have multiple ports ofthe same orientation (target).

SCSI Communication Model
A SCSI communication model (see Figure 5-6) is comprised of three interconnecting layers as defined in the
SAM-3 and is similar to the OSI sevenJayer model. lnwerlevel layers render their services to the upperJevel
layers. A highl evel layer communicates with a lowlevel layer by invoking the services that the lowJevel layer
provides. The protocol at each layer defines the communication between peer layer entities.

lnitiator
Device

Yarget
Device

Egure 5{: SCSI communication model

There are three layers in the SCSI communication model:
l. SCSI application layer (SAL): This layer contains both client and server applications that initiate and
process SCSI VO operations using a SCSI application protocol.
2. SCSI transport protocol layer (STPL): This layer contains the services and protocols that allow

r.-rmmunication between an initiator and targets.
3. Interconnect layer: This layer facilitates data transfer between the initiator and targets. The interconnect
layer is also known as the service delivery subsystem and comprises the services, sigralling mechanisms, and
interconnects for data transfer.

Parallel SCSI Addressing
In the Parallel SCSI Initiator-Target communication (see Figure 5-7), an initiator ID uniquely identifies the
initiator and is used as an originating address. This ID is in the range ofO to 15, with the range 0 to 7 being the
most common. A target ID uniquely identifies a target and is used as the address for exchanging commands and
status information with initiators. The target ID is in the range of0 to 15.

7
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Target(Front-End
port) Taryet - t0

do

dt Storage Votumes

Host Inatiator(HBA)
Controller - cO

Storaga Array

Ho3t Addr6Cng !
Storage Volllltte I - cO tO dO

Storage Volune 2 - cO tO dl
Stongeyolrmc3-cOt(ld2

Hfln 5-r: SCSI lnitiator-Taryet communicatioa
SCSI addressing is used to identifu hosts and devices. In this addressing, the UND( naming convention is used
to identifr a disk and the three identifiers- initiator ID, target ID, andl LLIN-in the cn;f,rpn forma! which is
also referred as ctd addressing. Here, cn is the initiator ID, commonly referred to as the controller ID; tsr is ttie
target ID of the device, such as t0, tl, t2, and so on; and dn is the device number reflecting the actual address of
the device uni! such as d0, dl, and d2. A LUN identifies a specific Iogical unit in a targJ. The implementation
of SCSI addressing may differ from one vendor to another. Figura 5-7 shows ctd 

-addressing'in 
the SCSI

architecture.

Chapter 6 - Storage Area Networks
Organizations are experiencing an explosive growth in information. This information needs to be stored,
protected, optimized, and managed effrciently. Data center managers are burdened with the challenging task oi
providing low-cost, high-performance information management solutions. An effective information
management solution must provide the following:
l. Just-in-time information to business users: Information must be available to business users when they need
it. The explosive growth in online storage, proliferation of new servers and applications, spread of mission.r
critical data throughout enterprises, and demand for 24 x 7 data availability are some ofthe chillenges that need
to be addressed.
2 Integration of information infrastructure with business processes: The storage infrastructure should be
integrated with various business processes without compromising its security and integrity.
3. Flerible and resilient storage architecture: The storage infrastructure musi provide flexibility and
resilience that aligns with changing business requirements. Storage should scale without compromising
performance requirements of the applications and, at the same time, the total cost of managing information must
be low.

Chapter Objective: SAN is a high speed, dedicated network of servers and shared storage devices.
Traditionally connected over Fibre Channel (FC) networks, a SAN forms a single-storage pool and facilitates
data centralization and consolidation. SAN meets the storage demands efficiently with better economies of
scale. A SAN also provides effective maintenance and protection of data.
This chapter provides detailed insight into the FC technology on which a SAN is deployed and also reviews
SAN design and management fundamentals.
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Fibre Channel: Clverview
The FC architecture forms the fundamental construct of the SAN infrastructure. Fibre Channel is a high-speed
network technology that runs on high-speed optical fiber cables (preferred for front-end SAN connectivity) and
serial copper cables (preferred for back-end disk connectivity). The FC technology was created to meet the
demand for increased speeds of data transfer among computers, servers, and mass storage subsystems.
FC networking was introduced in 1988, the FC standardization process began when the American Nationa!
Standards Institute (ANSI) chartered the Fibre Channel Working Group (FCWG).
By 1994, the new high-speed computer interconnection standard was develo@ and the Fibre Channel
Association (FCA) was founded with 70 charter member companies.
Technical Committee Tll, which is the committee within INCITS (lntemational Committee for Information
Technology Standards), is responsible for Fibre Channel interfaces. Tl I (previously known as X3T9.3) has
been producing interface standards for high perlormance and mass storage applications since the 1970s.
Higher data transmission speeds are an important feature of the FC networking technology. The initial
implementation offered throughput of 100 MBis (equivalent to raw bit rate of lcb/s i.e. 1062.5 Mb/s in Fibre
Channel), which was greater than the speeds of Ultra SCSI (20 MB/s) commonly used in DAS environments.

'r- C in full{uplex mode could sustain throughput of 200 MBis. In comparison with Ultra-SCSI, FC is a
significant leap in storage networking technology.
Latest FC implementations of 8 GFC (Fibre Channel) offers throughput of 1600 MB/i (raw bit rates of 8.5
Gb/s), whereas Ultra320 SCSI is available with a throughput of 320 MB/s. The FC architecture is highly
scalable and theoretically a single FC network can accommodate approximately 15 million nodes.

The SAN and Its Evolution
A storage area network (SllV/ carries data between servers (also known as fiosls) and storage devices through
fibre channel switches (see Figure 6-l). A SAN enables slorage consolidation and allows storage to be shared
across multiple servers. It enables organizations to connect geographically dispersed servers and storage.

+-S€.'t.-l+

FC SAN
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In its earliest implementation, 
$e. SAN was a simple grouping of hosts and the associated storage that was

caolnected to a network using a hub as a connectivity device. This configuration ofa SAN is known'as a Fr6re
Channel Arbitmted Lop (FC-AL), which is detailed larer in the chapter. Use of hubs resulted in isolated FC-
AL SAN islands because hubs provide limited connectivity and bandwidth.
The inherent limitations associated with hubs gave way to high-performan e FC sltitches.The switched fabric
topologies impmved connectivity and performance, which enablid SANs to be highly scalable. This enhanced
data accessibility to applications across the enterprise. FC-AL has been abanioned for SANs due to its
limitations, but still survives as a disk-drive interfaci. Figure 6-2 illustates the FC SAN evolution from FC-AL
to enterprise SANs.

S.ru.. Scrvc!. S€rt r.r

A SAN provides the physical communication infrastructure and enables secure and robust communication
between host and storage devices. The SAN management interface organizes connections and manages storage
elements and hosts.

FC Hub rC St itch

I

z
c
I6'

Sto".g. &r.y
S1AN Islands

FC A.bltrated t-@p

sto.agc &rari
Enterprbe SANS

rc Swltchcd F$ric

-

Components of SAITI
A SAN consists ofthree basic components: servers, network infrastructure, and storage. These components can
be further broken down into the following key elements: node ports, cabling, interco;necting devic€s (such as
FC switches or hubs), storage arrays, and SAN management software

Node Porb
In fibrc channel, devices such as hosts, storage and tape libraries are all referred to as nodes.
Each node is a source or destination of information for one or more nodes.
Each node requires one or more ports to provide a physical interface for communicating with other nodes.
These ports are integral components ofan HBA and the storage front-end adapters.
A port operates in full{uplex data transmission mode with a transmit (Tx) link and a receive (Rx/ link (see
Figure G3).

I
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Node

Hgwe Gt: Nodes, poftf and lints

\- Cabling
SAN implementations use optical fiber cabling. Copper can be used for shorter distances for back-end
connectivity, as it provides a better signal-to-noise ratio for distances up to 30 meters. Optical fiber cables carry
data in the form of light. There are two types of optical cables, multi-mode and single-mode. Multi-mode fiber
(MMF) cable carries multiple beams of light projected at different angles simultaneously onto the core of the
cable (see Figure 6-4 (a)).
Based on the bandwidth, multi-mode fibers are classified as OMI (62.5pm), OM2 (50pm) and laser optimized
OM3 (50pm). In an MMF transmission, multiple light beams traveling inside the cable tend to disperse and
collide, This collision weakens the signal strength after it travels a cera.ain distance - a process known as modal
dispersion. An MMF cable is usually used for distances of up to 500 meters because of signal degradation
(attenuation) due to modal dispersion. Single-mode fiber (SMF) carries a single ray of light projected at the
center of the core (see Figure 64 (b)). These cables are available in diameters of 7-ll microns; the most
common size is 9 microns. In an SMF transmission, a single light beam travels in a straight line through the
core of the fiber. The small core and the single light wave limits modal dispersion. Among all types of fibre
cables, single-mode provides minimum signal attenuation over maximum distance (up to l0 km).

Cb.tdhg Ol(lrg CE!

rl,tr h

(b) 3'i! lrodc tl!.r

Uehr r.

(r) I'tl,lrodr nb..

Link
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F[un 6{: liulli-mode fiber and sirqb,mode fber
A Standard connector (SC) (see Figure 6-5 (a)) and a Lucent connector (LC) (see Figure 6-5 (b)) are two
commonly used connectors for fiber optic cables. An SC is used for data transmission speeds up to I Gb/s,
whereas an LC is used for speeds up to 4 Gb/s. Figure 6-6 depicts a Lucent connector and a Standard connector.
A Straight Tip (SI) is a fiber optic connector with a plug and a socket that is locked with a half-twisted bayonet
lock (see Figure 65 (c)). In the early days of FC deployment, fiber optic cabling'predominantly used ST
connectors. This connector is often used with Fibre Channel patch panels. The Small Form-factor Pluggable
(SFP) is an optical transceiver used in optical communication. The standard SFP+ transceivers support data
rates up to l0 Gb/s.
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Interconnect Devices

Hubs, switches, and directors are the interconnect devices commonly used in SAN.
.F/zDs are used as communication devices in FC-AL implementations. Hubs physically connect nodes in a
logical loop or a physical star topolog5z.
All the nodes must share the bandwidth because data travels through all the connection points. Because of
availability of low cost and high performance switches, hubs are no longer used in SANs.
Switches are more intelligent than hubs and directly route data from one physicat port to another. Thercfore,
nodes do not share the bandwidth. Instead, each node has a dedicated communication path, resulting in
bandwidth aggregation.
Directors xe larger than switches and are deployed for data center implementations. The function ofdirectors is
similar to that ofFC switches, but directors have higher port count and fault tolerance capabilities.

Storage Arrays
The fundamental purpose ofa SAN is to provide host access to storage resources. The large storage capacities
offered by modem storage arrays have been exploited in SAN environments for sorage consolidation and
centralization. SAN implementations complement the standard features of storage arrays by providing high
availability and redundancy, improved performance, business continuity, and multiple hos connectivity.

SAN Management Software
SAN management software manages the interfaces between hosts, interconnect devices, and storage arrays. The
software provides a view of the SAN environment and enables management of various rEso1yoes from one
central console. It provides key management functions, including mapping of storage devices, switches, and^
servers, monitoring and generating alerts for discovered devices, and logical partitioning of the SAN, called '
zoning. ln addition, the software provides management of typical SAN components such as IIBAs, storage
components, and interconnecting devices.

FC Connectivity
The FC architecture supports three basic interconnectivity options: point-to-point, a6itrated loop @C-AL), and
fabric connect.

Point-to-Point
Point-to-point is the simplest FC configuration - two devices are connected directly to each other, as shown in
Figure G6.
This configuration provides a dedicated connection for data transmission between nodes. However, the point-to-
point configuration offers limited connectivity, as only two devices can communicate with each other at a given
time.
Moreover, it cannot be scaled to accommodate a large number of network devices.
Standard DAS uses point- to- point connectivity.
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Sto..g. Ar.ty

\' Fl$rrre 6..5: Point-to-poirt topology

Fibre Channel Arbitrated Loop
In the FC-AL configuration, devices are attached to a shared loop, as shown in Figure G7.

FC-AL has the characteristics ofa token ring topology and a physical star topology.

In FC-AL, each device contends with other devices to perform VO operations.

Devices on the loop must "a(bimte" to gain control of the loop.

At any given time, only one device can perform UO operations on the loop.

As a loop configuration, FC-AL can be imptemented without any intercorinecting devices by directly

connecting one device to another in a ring through cables.

FC Hub
Seaveas

Storagc Arr.y

FlSort 5-7: Ebre ClEnnel arbitrated loop

The FC-AL configuration has the following limitations in terms of scalability:
l. FC-AL shares the bandwidth in the loop. Only one device can perform VO operations at a time. Because each

device in a loop has to wait for its turn to process VO request, the speed of data transmission is low in an FC-AL
topology.
2. FC-AL uses 8-bit addressing. It can support up to 127 devices on a loop.
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3. Adding or removing a device results in I
traffic.

oop re-initialization, which can cause a momentary pause in loop

FC-AL Transmission
when a node in the FC-AL topology attempts to transmit dat4 the node sends an arbitration (ARB) frame toeach node on the loop. If two nodes simultaneously attempt to gain conkol of the toop, the node with thehighest priority is allowed to communicate with another noae. inis priority is a"t"..ir"a on the basis ofArbitrated Loop Physical Address (AL-pA) and Loop ID.
when the initiator node receives. tfre ARB request it sent, it gains control of the loop. The initiator thentransmits data to the node with which it has established a virtual innection. rigur"?s 1irrlt""t". the process ofdata transmission in an FC-AL configuration.

Node A (lrltiator)

Fo.t t l,
o iaode D

Fo..l' tZ

ode B (Target) 
O @

t{odc C

Port rt

lwc A wrnt to corttnuidcat3 wrth ttoatc 8
@ }16*r prtotEy inttblor, No(h A i'lserts t re ARB ltarE kr the bop.
@ ana eame fs passed b ttE ,E!(t rb.te (Node D) an the toop.
@ ruO. O recdv€s hbh priorrty AXA. ttErctrore ,erratns ndb.

@ afS e 6.*".ded to nac node (Node C) in the bo9.
@ toae C r€cdv.s hbh prlority ARB, therefore relrElns tdb.
@ ena e fomaraeO to next node ( ode B) in the bop.
@ loae S reetves hjgh prlany ARA, therEfE e remdns irb ard
@ AnS e tt raraeO to next node (t{ode A) rn the toop.

@ xoae a recaves ARB badr; norr it gaitt5 co.ltrol d the loop aod ca$ start co.rtrEntse6ng wth target l*oe B.

Figure 6-S: Data transmission in FC-AL

Fibre Channel Switched Fgbric
Unlike a loop configuration, a Fibre channel switched fabric (Fc-sw) networ* provides interconnected
devices, dedicated bandwidth, and, scalability. The addition or removal of a device-in a switched fabric is
minimally disruptive; it does not afrect the ongoing traffic between other devices. FC-SW is also referred to as
fabric connect. A fabric is a logical space in which all nodes communicate with one another in a network. This
virhral space can be created with a switch or a network of switches. Each swirch i, 

" 
frb;;;;;;;;;td;

domain identifier, w-hich is part. of the. fabric's addressing scheme. In Fc-sw, nodes do not share a loop;
instead' data is nznsfened through a dedicated path between the nodes. Each port in 

" 
f"bri" t 

", 
, unique z+uii

fibre channel address for communication. Figure 6-9 shows an example of FC_SW.
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FC Switch

stor.ge Aray

Fi3ure e'9: Fibre Channel saitched labdc

When the number of tiers in a fabric increases, the distance that a fabric management message must travel to

reach each switch in the fabric also increases. The increase in the distance also increases the time taken to

propagate and complete a fabric reconfiguration event, such as the addition of a new switch, or a zone set

propagation event (detailed later in this chapter). Figure GlO illustates twc'tier'and three-tier fabric

architecture.

FC Swltdr FC SsltEh FC Srvit<h FC Srvitch FC Swttdr

fier I

Director Dlrcctor fier 2

lier 3

FC Switch

T0c{Lr
Flgur: 6-to: Iiered *ruclure of FC-S1llI topology

FC-SW Transmission
FC-SW uses switches that are intelligent devices. They can switch data trallic from an initiator node to a target

node directly through switch ports. Frames are routed between source and destination by the fabric. As shown

in Figure 6-l l, if node B wants to communicate with node D, Nodes should individually login first and then

transmit data via the FC-SW. This link is considered a dedicated connection between the initiator and the target.

FC *rtt h

Threedcr

FC Switdr

EI
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Node A

Transmit
Po.t *r.

Node B

Transrnit
Port *4

Receiye

FC Switch
;Eutc 6.t t: Data tan$nission in FC-S.tt, topdogy

X'ibre Channel Ports

Receive

Transmit

Receive

Tra,lsmit

Node D

Node C

Ports are the basic building blocks ofan FC network. Ports on the switch can be one of the following types:
1' Nlort: An end point in the fabric. This port is also known.as the nde pi.ivpi""lly, it is-u f,ost po.t(HBA) or a storage array port that is connected to a switch in a switched fabric.
2' Itlllort: A node port that supports the arbitrated loop topologr. This port is also known as the node loopport.
3' E-port: An FC port that forms the connection between two Fc switches. This port is also known as the
expansion port. The Elrort on an FC switch connects to the Eiort of another FC .*irch i, th" fabric through alintq which is called an Inter-switch Link (sL).ISLs are usi to transfer h.rt-;;os; da13 as well as thefabric management traffic fiom one switch to another. ISL is also one of th" r;i;;;echanisms in SAN
connectivity.
4' Flnrt: A port on a switch that connects an Nlrort. It is also known as afabric port andcannot participate in
FC-AL.

i. {t_ -po.tt A fabric port that participates- in FC-AL. This port is connected to the Nl-_ports on an FC-AL loop.A Fl-port also connects a loop to a switch in a switched fabric. As a result, all N-L_ports in the loop canparticipate in FC-SW. This configuration is referred to as a public /oop. In contras! ar-artitratea loop without
any switches is referred to as a privale loop. A pnvate loop contains nodes with N1.lrts, *Jo*. 

"r:t 
*r}"-^FLjort.

6. Glort: A generic port that can operate as an E-port or an F-port and determines its functionality
automatically during initialization.
Figure 612 shows various FC ports located in the fabric.

Port Port

Po rt Port
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Flgune 6-t2: Ebre drannC ports

Fibre Channel Architecture
The FC architectue represents hue channeUnetwork integration with standard intertonnecting devices.

Connections in a SAN are accomplished using FC. Channel technologies provide high levels of performance

with low protocol overteads. Such performance is due to the static nature of channels and the high level of
hardware and software integration provided by the channel technologies.

*'ibre Chonnel Protocol (FCP) is the implementation of serial SCSI-3 over an FC network. In the FCP

architecture, all external and remote storage devices attached to the SAN appear as local devices to the host

operating system.
The key advantages ofFCP are as follows:
l. Sustained uansmission bandwidth over long distances.

2. Support for a larger number of addressable devices over a network. Theoretically, FC can support over I 5

million device addresses on a netwotk
3. Exhibits t}e characteristics ofchannel transport and provides speeds up to 8.5 Gb/s (8 GFC).

Fibre Channel Protocol Stack
It is easier to understand a communication protocol by viewing it as a structure of independent layers. FCP

defines the communication protocol in five layers: FC-O through FC4 (except FC-3 layer, which is not
implemented). In a layered communication model, the peer layers on each node talk to each other through

defmed protocols. Figure 613 illustrates the fibre channel protocol stack.

Dept. of CSE,SIET 2018-19 77

F-Port

ffi
ii

GE€,



STORAGE AREA NETWORKS (10CS765)

FC-4

FC-2

FC-1 Encode/Decode

FC-O 1Gb/s 2 Gb/s 4 G,bls a Gb/s

Figrrr€ 6-l!: Fibre <hannel protocol stack

Domain fD Arca ID

FCl Upper Loyet Prutocol: F-C4 is the uppermost layer in the FCP stack. This layer defines the applicatio:A
interfaces and the way Upper Layer Protocols (ULPs) are mapped to the Iower Fi layers. The FC standard
defines several protocols that can operate on the FC-4 layer (see Figure 6-7). Some oi the protocols include
SCSI, HIPPI Framing Protocol, Enterprise Storage Connectivity (ESCOig, ATM, and Ip.
FC-2 TransporT Layer: T\rc FC-2 is the transport layer that contains the payload, addresses of the source and
destination ports, and link control information. The FC-2 layer provides 

-Fi'bre 
Channel addressing, structure,

and organization of data (frames, sequenc€s, and exchanges). It ilso defines fabric services, classes-of service,
flow control, and routing.
FC-l h'ansmbsion Prolocol: This layer defines the transmission protocol that includes serial encoding and
decoding rules, special characters used, and error control. At the tranimitter node, an 8-bit character is enJoded
into a l0-bit transmissions character. This character is then transmitted to the receiver node. At the receiver
node, the l0-bit character is passed to the FC-l layer, which decodes the lO-bit character into the original g-bit
character-
FC-0 Physical Inletace; FC-O is the lowest layer in the FCP stack. This layer defines the physical interface,
media, and transmission of raw bits. The FC-O specification includes cables, connectorq and opticd anj
electrical pafirmetem for a variety ofdata rates. The FC transmission can use both electrical and opticai media.

Fibre Channel Addressing
An FC address is dynamically assigned when a port logs on to the fabric. The FC address has a distinct formar
that varies according to the type of node port in the fabric. These ports can be an Njort and an N1.lort in a
public loop, or an Nl.lrort in a private loop.
The first field of the FC address ofan N_port contains the domain ID of the switch (see Figure 6-14). This is an
8-bit field' out of the possible 256 domain IDs,239 are available for use; the remaining 17 addresses are
reserved for specific services. For example, FFFFFC is reserved for the name server, and FFFFFE is reserved
for the fabric login service. The maximum possible number of N_ports in a switched fabric is calculated as 239
domains x 256 areas x 256 ports: t5,663,1M Fibre Channel addresses.

a2 at 20 t8 t7 l6
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FC Address of an NLJrort
The FC addressing scheme for an Nl-port differs from other ports. The two upper byes in the FC addresses of
the Nl- 1rorts in a private loop are assigned zero values. However, when an arbitrared loop is connected to a
fabric through an Fl.jor! it becomes a public loop. In this case, an Nl-port supports a fabric login. The two
upper byes of this Nl-jort are then assigned a positive value, called a loop identifier, by the switch. The loop

identifier is the same for all Nl-ports on a given loop.

Figure 6-15 illustrates the FC address ofan Nl_port in both a public loop and a private loop. The last field in
the FC addresses of the Nljorts, in both public and private loops, identifies the AL-PA. There are 127

allowable AL-PA addresses; one address is reserved for the Fl-jort on the switch.

sroRAGE AREA NETWORKS (106765)

Unused

5 o o o 6 o B

oooo

o lo c 9 2 4 o

xl-Port, Fdvat lro9

Figull 6-15: 24-bit FC address of NL-Port

World Wide Names
Each device in the FC environment is assigned a 64-bit unique identifier called the World Wide Name (WV/N).

The Fibre Channel environment uses two types of WWNs: World Wide Node Name (WWNN) and World Wide

Port Name (WWPN). Unlike an FC address, which is assigred dynamically, a WWN is a static name for each

device on an FC network. WWNs are similar to the Media Access Control (MAC) addresses used in IP
etworkinq. WWNs are burned into the hardware or assigred through software. Several configuration

Yefinitions- in a SAN use WWN for identifying storage devices and HBAs. The name server in an FC

environment keeps the association of WWNs to the dynamically created FC addresses for nodes. Figure 6-16

illustrates the WWN structure for an array and the HBA.

o7 6 5 I1319 1823

5 513 t2 l11a
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FC Frame
An FC frame (Figure 6- l 7) consists of five parts: start of frame (soF), frone header, data field, cyclic
redundancy check (CRC), urd end offrame (EOF).The SOF and EOF act as delimiters. In addition to this role,
the SOF is a flag that indicates whether the frame is the first frame in a sequence of frames. The frame header is
24 bytes long and contains addressing information for the frame. It includes the following information: SourceID (s-lD), Destination ID (D_lD), Sequence ID (sEe_ID), Sequence count (SE[CNT), originating
Exchange ID (ox_ID), and Responder Exchange ID (Rx_lD), in addition to some control ields.

soF
4 Blrtes

Frame Header
24 Bytes

Data Field
0 - 2112 Aytes

EOF
4 Bytes

Figurc 6-17: FC fiame

The frame header also defines the following fields:
I. Routing Control (R-CTL): This field denotes whether the frame is a link control frame or a data frame.
Link control frames are nondata frames that do not carry any payload. These frames are used for setup and
messaging. In conrast, data frames carry the payload and are uied ior data ransmission.
2. Class Specific Control (CS-CTL): This field specifies link speeds for class I and ctass 4 data transmission.
3. TYPE: This field describes the upper layer protocol (ULP) io be carried on the frame if it is a data frame.
However, if it is a link control aame, th-is field is used to sigral an event such as..fabric busy.', For example, if
the TYPE is 08, and the frame is a data frame, it means that the SCSI will be carried on an FC.
4. Data Field Control @F-CTL): A l-bye field that indicates the existence of any optional headers at the
beginning of the dara payload. It is a mechanism to extend header information into the ;ayimd.
5. Frame Control @-CTL): A 3-byte field that contains control information related to frame content. For
example, one ofthe bits in this field indicates whether this is the first sequence ofthe exchange.

6.6.4. Structure and Organization of FC Data
In an FC network, data transport is analogous to a conversation between hro people, whereby a frame
represents a wotd, a sequence represents a sentence, and an exchange represents a conversation.
1. Exchange operation: An exchange operation enables two Nlorts to identi$ and manage a set of
information units. This unit maps to a sequence. Sequences can be both unidirectional and bidirectional
depending upon the type of data sequence exchanged between the initiator and the target.
2. Sequence: A sequence refers to a contiguous set of frames that are sent from on" p-ort to another, A sequence
corresponds to an information unit, as defined by the ULp.
3. Frame: A fiame is the fundamental unit of data hansfer at Layer 2. Each frame can contain up to 2,1 12 byes
ofpayload.

Flow Control
Flow control defines the pace ofthe flow ofdata frames during data hansmission. FC technolory uses two
flow-control mechanisms: buffer-to-buffer credit @B_credit)-and end+o-end credit @E_credit).

R-CTL D6tination ID
cs_cTL Source ID
TYPE F CTL
sEQ_rD DF_CTL Sequence Count

OX_ID RX-ID
Offset
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I. BB_Credit: FC uses the 8B_Credil mechanism for hardware-based flow control. BB_Credit confiols the

maximum number of frames that can be present over the link at any given point in time. In a switched fabric,

BB_Credit management may take place between any two FC ports. The transmitting port maintains a count of
free receiver buffers and continues to send frames ifthe count is greater than 0. The BB-Credit mechanism

provides frame acknowledgment through the Receiver Ready (R-RDY) primitive.
2. EE_Credit: The function of end-to-end credit, known as EE_Credit, is similar to that of BB_ Credit. When

an initiator and a target establish themselves as nodes communicating with each other, they exchange the

EE_Credit parameters (part ofPort Login). The EE_Credit mechanism affects the flow control for class I and

class 2 traflic only.

Classes of Service
The FC standards define different classes ofservice to meet the requirements ofa wide range ofapplications.
The table below shows three classes of services and their features (Table Gl).

fablc 6-t: FC Class of Services

Another class of services is c/ass 4 which is intended for use by the switches communicating through ISLs.

Class F is similar to Class 2, and it provides notification ofnondelivery offrames. Other defined Classes 4, 5,

and 6 are used for specific applications.

\- Zoning
Zoning is an FC switch function that enables nodes within the fabric to be logically segrnented into groups that
can communicate with each other (see Figure 6-18). When a device (host or storage array) logs onto a fabric, it
is registered with the name server. When a port logs onto the fabric, it goes through a device discovery process

with other devices registered in the name server. The zoning function controls this process by allowing only the
members in the same zone to establish these linklevel services.

Multiple zone sets.may be defined in a fabric, but only one mne set can be active al a time. A zone set is a set of
zones and a zone is a set of members. A member may be in multiple zones. Members, zones, and zone sets form
the hierarchy defined in the zoning process (see Fipre 6-19). Members are nodes within the SAN that can be
included in a zone. bnes crlimpise a set of members that have access to one another. A port or a node can be a

mernber of multiple zones. bne sets cnmpirse a group of zones that can be activated or deactivated as a single
entity in a fabric. Only one zone set per fabric can be active at a time. Zone sets are also referred to as zone

configurations.

Communication
tyPe

Dedicated
csnnection

Nondedicated
connection

End-to-endcredit End-to-endcredit
B+o-B credit

B-to-B credirFlow control

Frame delivery ln crder delivery Order not
guaranteed

Order not guaranteed

Frame adnowl-
edgement

Acknowledged Acknowledged Not acknoaledged

Multiplexing No Yes Yes

Poor Moderate

ctAss 2(tAss r

2018-19 2r

CIASS I
Nondedicated
connection

Bandwi&h
utilization

High
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FC SAN
sen etrs

Storage lrray

Fiturc 6.t8: Zoning

Zone sets
(Library)

Zo''e
(Ub-.ry)

FiSur€ 6-19: Members, zones, and zone sets

Types of Zoning
Zoning can be categorized into three types:
1. Port mning: It uses the FC addresses of the physical ports to define zones. In port zoning, access to data is
determined by the physical switch port to which a node is connected. The FC address is dynamically assigned
when the port logs on to the fabric. Therefore, any change in the fabric configuration affects zoning. Port zoning
is also called hard zoning. Although this method is secure, it requires updating of zoning configuration
information in the event of fabric reconfiguration.
2. WWN zrning: It uses World Wide Names to define zones. WWN zoning is also referred to as sofi zoning. A
major advantage of WWN zoning is is flexibility. lt allows the SAN to be recabled without r€configuring the
zone information. This is possible because the WWN is static to the node port.
3. Mixed zoning: It combines the qualities of both WWN zoning and port zoning. Using mixed zoning enables
a specific port to be tied to the WWN of a node.
Figure 620 shows the three types ofzoning on an FC network.
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Figure 6-2O: Types of zoning

Fibre Channel Login \pes
Fabric services define three login types:
I Fabric login (FLOGI) is performed between an N_1rcrt and an Fjort. To log on to the fabric, a device

sends a FLOGI frame with the World Wide Node Name (WWNN) and World Wide Port Name (WWPN)
pararnete$ to the togin service at the well-known FC address FFFFFE. In turn, the swirch accepS the login and

returns an Accept (ACC) frame with the assigred FC address for the device. Immediately after the FLOGI, the

Njort registers itself with the local name server on the switch, indicating its WWNN, WWPN, and assigned

FC address.
2 Port login (PLOGD is performed between an N_Iort and another Nlrort to establish a session. The initiator
N_port sends a PLOGI request frame to the target Njor! which accepts it. The target Nlrort retums an ACC
to the initiator Njort. Next, the N1:orts exchange service parameters relevant to the session.

1 Process login @RLI) is also performed between an Nlrort and another N_ port. This login relates to the FC-
!a ULps such as SCSI. Njorts exchange SCSl-3-related service parameters. Nlrorts share information about

the FC4 type in use, the SCSI initiator, or the target.

FC Topologies
Fabric design follows standard topologies to connect devices. Core-edge fabric is one ofthe popular topolory
designs.

CoreEdge Fabric
ln the core-edge fabric topology, there are two types of swirch tiers in this fabric. The edge tier v*ally
comprises switches and offers an inexpensive approach to adding more hosts in a fabric. The tier at the edge

fans out from the tier at the core. The nodes on the edge can communicate with each other.
Ttre are tler usually comprises enterprise directors that ensure high fabric availability. Additionally all traffic
has to either traverse through or terminate at this tier. [n a two-tier configuration, all storage devices are

connected to the core tier, facilitating fan-out.
The core-edge fabric topology increases connectivity within the SAN while conserving overall port utilization.
If expansion is required, an additional edge switch can be connected to the core. This topology can have

Swilch
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different variations.ln a single-core lopologt, all hosts are connected to the edge tier and all storage is
connected to the core tier. Figure G2l depicts the core and edge switches in a single-core topology.

Edgc Tlct

Co.e Tier

Seirrer Storage Aray
Director

FiSorl 6-2t: Single core topology

A dual<ore topologst can be expanded to include more cor€ switches. However, to maintain the topology, it is
essential that new ISLs are created to connect each edge switch to the new core switch that is added. Figure 6-
22 illustrates the core and edge switches in a dual-core topology.

Edga fier

I
t_

-l
t
I
I

J

FC Swltch FC Switcrr FC Switch

Director Director
Sto.age Ar6y

Core fict
Egurc G22: Dual-core topology

BeneJils and Limilotions of Core-Edge Fabric
BeneJils
l. The core-edge fabric provides one-hop storage access to all storage in the system.
Because each tier's switch is used for either storage or hosts, one can easily identi! which resources are

approaching their capacity, making it easier to develop a set of rules for scaling and apportioning.
2. A welldefined, easily reproducible building-block approach makes rolling out new fabrics easier.

Core-edge fabrics can be scaled to larger environments by linking core switches, adding more core switches, or
adding more edge switches.
3. This method can be used to extend the existing simple core-edge model or to expand the fabric into a
compound or complex core-edge model.
Limilotions
l. The core-edge fabric may lead to some performance-related problems because scaling a core-edge topolory
involves increasing the number of ISLs in the fabric. As more edge switches arc added, the domain count in the
fabric increases.

l-
I I

I
I

J

l_
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stoiage arr.y Storag€ Ar.ay

(a) (b)

Flgurc 6-2f : Partial mesh and full mesh topologies
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2. A common best practice is to keep the number of host-to.storage hops unchanged, at one hop, in a core-edge.

Hop count represents the total number of devices a given piece of data (packet) passeS through. Generally a

large hop count means greater the transmission delay between data traverse from its source to destination.

3. As the number of cores increases, it may be prohibitive to continue to maintain ISLs from each core to each

edge switch. When this happens, the fabric desigrr can be changed to a compound or complex core-edge design.

Mesh Topologr
ln a mesh topolog, each switch is directly connected to other switches by using ISLs. This topology promotes

enhanced connectivity within the SAN. When the number of ports on a network increases, the number of nodes

that can participate and communicate also increases.

A mesh topology may be one of the two types: full mesh or partial mesh. ln a full mesh, every swirch is

connected to every other switch in the topology. Full mesh topology may be appropriate when the number of
switches involved is small.
ln a portial mesh to logy, several hops or ISLs may be required for the traffic to reach its destination. Hosts

and storage can be located anywhere in the fabric, and storage can be localized to a director or a switch in both

._ resh topologies.
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Module 3Area

Module-3

IP SAN and FCoE

iSCSI

>' iSCSI is an IP based protocol that establishes and nranages connectiolls between host and

storage over IP, as shown in Fig below'

> iscsl encapsulates SCSI commands and data into an IP packet and transports them using

TCP/IP.

>iscsliswidelyadoptedforconnectingSerVerStostoragebecauseitisrelatively

inexpensive and easy to implement' especially in environments in u'hich an FC SAN does

not exist.

Storagt Array
lscsl GatewJv

FC Port

SGwcr

ISCSI Port

Storagc Array

Components of iSCSI

> An initiator Oost),

tat ion

(storage or gateway), network are the key

F

Page 1

v
IP

tscst HBA
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iSCSI comPonents'

iSCSI gatewaY is used'

iSCSI Host ConnectivitY

The three iSCSI host connectivity options are:

o A standard NIC with software iSCSI initiator'

o a TCP oIfload engine (TOE) NIC with sot'tu'are iSCSI initiator'

r an iSCSIHBA

) If an iscsl-capable storage array is deployed' then a host ivitlt the iS( Sl iniliator can

- 
iir"ofy *rn**icate with the storage array over au ll) uets ol'k'

) However, in an implementation that uses an existiug I'C arlal tbr iS(lSl communication' an

) These devices perform the translation of IP packets to F(- tlames ancl vice versa' thereb)'

bridging the connectivity between the IP and FC ettr ironrnents'

F The function ofthe iSCSI initiator is to roule tlle S('Sl cor.uutands over an IP net*'ork'

}AstandardNlCwithasoftwareiSCSlinitiatorisrltc:irrtplestandleasterpensilecottneeLiritr

option. lt is easy to implement because most servers ctrme tr ith at least ottc' and in manv cases t\\ o'

embeddedNlCs.ltrequiresonlyasoftrvareinitiatortbriSCSllirnctionalirl'.BecauseNlCsprovicle

standard lP function, encapsulation of SCSI into lP plrckets lrrlLl clecapsr'r lal iorr are carried otlt b} the

host CPU. This places additional overhead on the hosl Cl'L ll a standaltl \lC is used in hearr I O

load situations, the host CPU might become a bottleuecI TO[' NIC helps re dr'rce this burden'

>AToENlCoffloadsTCPmanagementfulrctionstl.t)ll,\thcl]ostan(lleavesonll'tlreiSC.SI

functionality to the host processor' The host passcs thc iSCSI intbrnratiorl to the TOE cald'

andtheToEcardsendstheinformationtollredestitlationusingTCP/IP'Althoughthis

solutionimprovesperformance,theiSCSlfunctionalitlisstillhandleclbyasoftwareinitiator

that requires host CPU cYcles'

AniscslHBAiscapableofprovidingperlbrtlratrccbertctltsbecauseitotl]oadstheelltll.e

Page Z
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Storage Area Networks Module 3

iSCSI and TCP/IP processing fiom the host processor. The use of an iSCSI HBA is also the

simplest way to boot hosts from a SAN environment via iSCSI. [f there is no iscsl HBA.

modifi cations must be made to the basic operating s]'stenl to boot a host from the storage

devices because the NIC needs to obtain an IP address before tlle operating systenr loads.

The functionality of an iSCSI HBA is similar to the fiuictionalit"v olan FC HBA'

iSCSI Topologies

) Two topologies of iSCSI implementations are native and bridged'

) Native topology does not have FC components.

F The initiators may be either directly attached to targets or connected through the IP network'

>' Bridged topology enables the coexistence ofFC with IP by providing iSCSI-to-FC bridging

functionality.

F For example, the initiators can exist in an IP environment \\tile the storage remains in an FC

environment.

Native iSCSI ConnectivitY

D FC components are not required for iSCSI connectivit), if an iSCSl-enabled anay is

deployed.

In Fig (a), the anay has one or more iSCSI ports configured with an IP address and is

connected to a standard Ethemet switch.

E After an initiator is logged on to the network, it can access the available LLINs on the storage

arTay.

f A single array port can service multiple hosts or initiatort ,5 lon$ as the arra-v port can handle

the amount of storage traffic that the hosts generate.

Page 3

D



Bridged iSCSI Connectiviry

F A bridged iscSl implementation incrudes FC conrPonenrst irs ctfrfiguration.

> Fig (b), illustrates iSCSI host connectivity to an F( storage ar-ray. In rhis case. t5e arrar does

not have any iSCSI ports. Therefore. an external tler icc. callc-d a qare\\av or a nlultiprotocol
router, must be used to facilitate the communication berscen rhe iSCSI host and FC slorage.

F The gateway converts IP packets to FC frar.nes and r iee r crsa.

D The bridge devices contain both FC and Ethemet ports ro lacilitate rhe communication

berween the FC and IP environments.

) In a bridged iSCSI implementation. the iSCSI initiaror is e onligured u ith rhe gateual.'s Il)
address as its target destination.

) on the other side, the gatew'ay is contigured as a, ric iritiaror to the storage arra1..

F combining FC and Native iscSl Connecti'itr': lhc. ,r(rsl conrnro. topology is a

combination of FC and native iscSl. Typicalll. r srorlruc arra). cor.nes with both F(' and

iSCSI ports that enable iSCSI and FC connectivitr in rhe sanrc envirorrlrlenl. as shor.r'n in fris
(c).

Page 4
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Servcrs

S€rY€as

Module 3

Sto,.9e A..ay

iscst H BA

FC HBA

iSCSI HBA

FC XAA

\s

\

IP

r

iscSl Port

FC Port

iSCSI Port

Sto, a9e At..y

fi

II
(a) t{ative iSCSI Conn€ctivitY

:SCSI Gateway

IP

(b, aridged iSCSI ConnectivitY

torag€ Array

lp

FC Port

(c) Combiniog rC and N.tjve aSCS! ConnectjvatY

Fig : iSCSI Topologies

Page 5
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iSCSI Protocol Stack

F Fig2.23 displays amodel of the iSCSI protocol larcrsancl clepicts the eucapsularion orderol
the SCSI commands for their delivery through a phvsicul carricr.

OSI ltodGl j iscsr rnitiator iSCSt T.rg€t

lryar 2 D.t Llnk Ethemct

k

protocol

model.

iscst

SCSI protocol staek

applicatior.r la1,er of the Open System

SCSI commands and responses to talk to each other.

blocks, data, and status messages are encapsulated into

the network between the initiators and targets.

The

TCP/IP and transmitted

) iSCSI is the that initiates a reliablc session betu'een devices that

recognize SCSI and TCP/lP.

) The iSCSI sessionJayer interface is responsible ltrr hand ling login. authentication, target

discovery, and session management.

Da t.

Page 6

Layer 5 se3sion

Layar 4 Yr.nsport

Lyar 3 N€tworl

Ethsnet IP TCP



Area Networks

> TCP is used with iSCSI at the transport layer to provide leliable transntission.

F TCP controls message flow, windowing, error recover). and retransmission.

D It relies upon the network layer ofthe OSI model to provide global addressing and

connectivity.

) The Layer 2 protocols at the data link tayer of this ntodel enable node-to-node

communication through a physical network.

iSCSI PDU

D A protocol data unit (PDU) is the basic "information rrnir" in rhe iSCSI environmenr.

segments.

! The PDU is then into an IP packet to t'acilitate the transport.

D A PDU incl shown in Fig below.

information to move the packel across a net$ork.

F The iSCSI initiators and targets communicate with each other using iSCSI PDUs. This

communication includes establishing iSCSI connections and iSCSI sessions. perfornring

iSCSI discovery, sending SCSI commands and data. ar.rd receiving SCSI status.

> All iSCSI PDUs contain one ot more header segments firlloued b1 zero or ntore data

Module 3

information required to guarantee the packet delivery to the

F The segment) describes how to extract SCSI commands and data

optional CRC. knou,n as the dige.\ /. to ensure datagram

CP checksun.r and Ethernet CI{C.

for the target. iSCSI

integrity.

F The header and the

placement.

digests are optionally used in the PDU to validate integrity and dara

-!=r!

Page 7
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+lPP.].k,il

Module 3

TCPS.:{llrr,j):+

Fig: iSCSI PDU encapsulated in an lP prrckr.r

iSCSI Discoverv

F This discovery can take place in two ways:

SendTargets discovery

e internet Storage Name Service (iSNS).

/ |n SendTargels discovery, the initiator is rnanualll' ctiniirLrretl rr ith the targcl's tret\\'ork portll to

establish a discovery session. The initiator issues thc SenrlTalqets coutntand, and thc tar-gr-'t

network portal responds with the names and addresses ol'tlle tar{cts availlble to the host.

> iSNS (Fig below) enables automatic discovery of iS( Sl ,lcr iccs ,rtt au lP netri,ork. The iniriatt,rs

and targets ian be configured to auton'latically legistcl thcrnselves \\'ith the iSNS sener'.

Whenever an initiator wants to now the targets tliat it carr rrccess. it cau clLrery the iS\S serr e r lirr

a list of available targets.

i The discovery can also take place by using service locirti..'lr Irroloeol (SLI')' IIorlever" this is less

commonly used than SendTargets discovery and iSn-S.

Additiona I

Headcr
Segnrent

Headcr
Digert Dntn

He!der
Data

Digest

Page 8

lP Hcader TCP Head cr
Basic

Head€r
Segment

F An initiator must discover the location of its targets on thc netuork and lhe nanres oflhc targets

available to it before it can establish a session.
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Applicadon iscsl lDitiator

ISNS Server

iSsI Illltiator

IP

i5C5I Ta.get

Fig Discovery using iSNS

iSCSI identifier, known as ar.r r'.s(.S1 nunra. is used ro identify the initiarors
and within an iSCSI network to facilitate contrr un ication.

F The combination of the names of tl.re department, application. or

t can be used to recognize and manage
the devices.

F Following are

o iSCSI Qualified Name (IeN):

o Extended Unique Idenrifier (EUI)

>A

Page 9
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> iSCSI Qualified Name (IQN): An organization must o\\'n a registerecl domain name to generate

iSCSI Qualifi ed Names. This domain name does no1 rreccl l() bL'irctive or resolve to an address.

It just needs to be reserved to prevent other organizations f-r'onr Lrsing tlrc sanre domain nanre to

generate iSCSI names. A date is included in the name to ar oid potential contlicts caused b1' the

transfer of domain names.

An example of an IQN is iqn.2008-02.com.exampl e'ttlttiouul rr'i,ig. l hc ttltritnal _sl ring

provides a serial number, an asset number. or an) otllcr(lL'\ ice identillers.

> Extended Unique Identifi er (EUt): An EUI is a globalll urrirluc itlcrttitier bas.:d ott the IEEE IUl-6]

naming standard. An EUI is composed of the eui prefix firllr.,rrccl br a l6-clraraeter ltexadecintal ttame.

such aseu i.030073 2 A3259 8D26.

In either format, the allowed special characters are dots, dashcs. and blank

iSCSI Session

! An iSCSI session is between an initiator ancl a tatget. as shown in Fig.

F A session is (SSID), which includes part of an initiator ID and a target

ID.

The session can be intended

targets by the initiators and the location ofa specific target

for one of the following:

/

o The normal operation of I (transferring data ['rets eetr iniliiitors and targets)

There might be one or more TCP connections *ithin cach scssiotr. Each TCI' connection uithin

the session has a unique connection ID (CID).

An iSCSI session is established via the iSCSI login ploecss. l'h,-' login Process is starled \\'hcn

the initiator establishes a TCP connection rvith the rc'qLrit'eil talget either via the well-knosn pon

3260 or a specified target Port.

Page 10
=---
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F During the login phase, the initiator and the target authenticate each other and negotiate on

various parameters.

) After the login phase is successfully completed. the iSCSI session euters the full-t-eature phase

for normal SCSI transactions. In this phase, the initiator rnal' send SCSI commands and data lo

the various LUNs on the target.

! The final phase of the iSCSI session is the connection temrination phase. which is ref-ered to as

the logout procedure.

F The initiator is responsible for commencing the logout procedure: however, the target mal'also

prompt termination by sending an iSCSI message, indicating the occunence of an intemal euor

condition.

F After the logout request is sent from the initiator and accepted by the target, no furthel request

and response can be sent on that connection.

istsl Session

I

iSCSI Yarger

I

iSCSI Sessiicn

Fig : iSCSI session

Command Seouencins

F The iSCSI communication between the initiators and targets is based on the request-response

command sequences.

iSCSI tnrg et

Page 1 i
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; (!l Dcvic.iSCSI Host

iScsI
In it'rator
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A command sequence may generate multiple pDUs.

) A command sequence number (cmdSN) within an iSCSI session is used for numbering all
initiator-to-target command pDUs belonging to the session.

) This number ensures that every command is delivered in rhe same order in r.vhich it is
transmitted, regardless of the TCp comection that carr.ies trre co,rmand in trre session.

) Command sequencing begins with the first login cornmarrrl. and the CmclSN is incremented by
one for each subsequent command.

) The iSCSI target layer is responsible for delivering rhe conrnrrr.rds ro the sCSl layer i, the o.tler.
of their CmdSN.

F Similar to command numbering, a stotus sequence ttruttber (stltsN) is used to sequentiallr
number status responses, as shown in Fig.

) These unique numbers are established at the level ot'the'r'Cp cor.cction.

P A target sends request-toaronsfer (R2T) PDUs to the' inirirrtor.\hen it is r.eadY to accept clara.

D A data sequence

command.

; The

is used to ensure in-order.clelivery olclata rvithin the same

are used to sequence data PDt 's rLnLl ltl l s. respectilelv.

PDU;'1 PDUr-1

C.r|(i5 iJ 2

St.rLSiJ 1 St.rtSN2

PDU;J2

:::1_:
PDU#4

PDU'3

Fig: Command ard status sequelce rrurnber

Pagc 72

CmdS N 1

statsN 1

PDUf 1

PDUf2
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FCIP (Fibre channel over IP)

> FCIP is a IP-based protocol that is used to connect distribured FC-SAN islands.

) Creates virtual FC links over existing IP netu'ork that is used to rransporl l:C data betueen
different FC SANS.

ts It encapsulates FC frames into IP packet.

D It provides disaster recovery solution.

FCIP Protocol Stack

) The FCIP protocol stack is shown in Fig belor.v. Applications generarc SCSI commands and

data, which are processed by various layers oflhe protocol stack.

) The upper layer protocol SCSI includes the SCSI clriver proglarn that executes the read-and-

write commands.

Below the SCSI layer is the Fibre Channel Prorocol (F('1,; laler. rilrich is simpll a lribr.e

Channel frame whose payload is SCSI.

The FCP layer rides'ori,,fop,,of the Fibre Channel transport lar.er. This enablcs the FC tiamc's ro

run natively within a SAN fabric environment. [n atlditi,rn. the. FC f}ames can be encapsulared

into the IP packet and sent to a remote SAN over the II).

FC Frame

Fig : FCIP protocol stack

Page 13

SCSI Commands, Data, and St.rtus

FCP (SCSI over FC)

FCI P

FC to IP Encapsulation

IP

Application

TCP

Physical Media
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) The FCIp layer encapsulates the Fi

Module 3

the TCp hyer (see Fig). TCp ana

bre Channel liantcs onr() tlte lp Payload and passes them ro
across Ethernet, wireless, or other

IP are used for. tnrrrsporlin-n the encapsulated inlbrnration

) Encapsulation of FC frame into

media that support the TCp/lp tmffic.

the data lin& cannot support the maximum transmi

an IP packet could causc. the .lp packer ro be fragntented uten
D When an Ip packet is

ssron unir (MTU) size of an Ip packet.

fragments
fragrnented, the required parts of the header musl be copied b_r. all

FC Frame

FCIP Encapsu,ation

lP Packet

) When a TCp packet is segmented, normal TCp operaricsequencing the data prior to passing it on to rhe FC o, "..::::,t: 

t":onsible for receiving and r.c-
ssr ng portion ofthe device.

ffi

,i'la, j?t Isil
CRC EOE

Page 14

FCIP Tonolosy

IP
Header

?CP
Headet EIE

Fig FCIp encapsulation
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F In an FCIP environment, an FCIP gateway is connected to c-ach fabric i.ia a standard FC

connection (Fig ).

! The FCIP gateway at one end of the IP network encapsulares the FC fiamcs into Ip packets.

F The gateway at the other end removes the Ip rarapper and sends thc FC dara to the layer 2 lahric.

F The fabric treats these gateways as layer 2 fabric swirches.

F An IP address is assigred to the port on the gateu,a1,. shich is connected to an Ip network. After
the IP connectivity is established, the nodes in the trvo indepenclent falrrics can comnrunicale
with each other.

Servers
Servers

Server

Data centers

FCIP Gateway FCIP Gate$,ay

Servcr

I ,
://
.l

Storage Array
Storage Array

Fig : FCIP topolog)

FCoE (Fibre Channel over Ethernet)
typically have multiple networks to hantlle various tvpes ol I/O tral.fic _ lbr

I
ltrtItaaat
TE

II

Page 15
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FC SAN FC SAN

IP

I
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example, an Ethemet network for TCp/Ip communicutio. ancr a, FC ,etuork for FC
communlcatlon.

> TCPIP is typically used for clienrseryer communicario.. crata b.ckup. i.frasrructure

management communication, and so on.

) FC is typically used for moving blockJevel data betr ccn sroraac irnd ser\ ers.

F To support multiple networks, servers in a data center arc- eqtripped nith multiple reclundant

physical network interfaces - for example, mr.rltiplc Erhcrn!'t ar.rd FC cards/adapters. ln

addition, to enable the communication, different trpes uf netrrorking srvitches and phisical

cabling infrastructure are implemented in data centers.

Page 16
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F The need for two different kinds ofphysical network infrastrllcnlre increases the overall cost an(l

complexity of data center operation.

> Fibre Charurel over Ethemet (FCoE) protocol provides consolitlarion of L.\N and SAN trafilc
over a single physical interface infrastructure.

F FCoE helps organizations address the challenges of ha'ing multiple iliscrete network

infrastructures.

frames over Ethemet.

Servers
S e rvers

Server Survor E

FC
Switches E L; IP

5r,.rrtc rhes

FC
Switches

Storage Array Storage Array

Fig Before usin-{r FCOI:

I
IIr

I il

PaEe L7

), FCoE uses the converged Enhanced Ethemet (cEE.t li.k 1 l0 (iigabir [tht,r,er) to send FC.

I
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Sel. er

The key components of FCOE are :

>C
! Cables

D FCOE Switches

slots and switch Ports.

FCoE
Switches

Module 3

Servers

Se rve r

FC
Switches

StoraBe ArraY Storage ArraY

Fig After using FCOE

CNA)

Converged Network AdaPtors(CNA)

> A CNA provides the functionality of both a standatcl NIC' rnil rin FC HBA in a single adapter

and consolidates both types of traflic. CNA elinlinat,--s tllc' tree'tl 1() deplov separate adapters arld

cables for FC and Ethernet communications, thercbl r'cilucing the reqtrirecl number of scrrer

-1,ttr

Page 18
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! As shown in Fig below, a CNA contains separzrte rrrotlrrles firr l0 Gigabit Ethernet. Fibre

channel, and FCoE Application Specific Integrated Circuirs (ASlcs). The FCoE ASIC

encapsulates FC frames into Ethemet frames. One end of rlris ASIC is connected to lOGbE and

FC ASICs for server coffiectivity, while the other end pror.icles u l0GbE inlcrface to corlnect ro

an FCoE switch.

lOGE/FCoE

PCIC aus

Fig : Converged Ncr\\ork .\([rpter

Cables

tt

Copper based T.w'inax

standard fiber optical cables

D A Twinax cable is Composed of two pairs ofcoppel cablcs corercd u,ith a shielded casing. The

Twinax cable can transmit data at the speed of l0 Gbps ()\'cr sh()rlel disranccs up to I 0 mete.r.s.

Twinax cables require less power and are less expensir e ttra' fi ber optic cables.

F The Small Form Factor Pluggable Plus (SFP+1 conncctor is the primary connector used lor
FCoE links and can be used with both optical antl coppcr clbles.

- 

: ,_=r==--:-:ffi

2

).lll l tiilrir-

=t 
t:

i rcoe 
=: ASIC -

rt tI !, r{t.
I
I1r

I

i



FCoE Switches

}AnFCoEswitchhasbothEthernetswitchandFibreChannelsrr,itchflrrrctionalities.

D As shown in Fig below, FCoE switch consists o1':

l. Fibre Channel Forwarder (FCF),

2. Ethernet Bridge,

3. set of Ethemet Ports

4. optional FC Ports

) The function of the FCF is to

FCoE frames and also to

the FC frarnes.

FC flan.res. recei the FC pon, into the

fiamcs. rcceir cd fi'onl the Ethemct Bridgc' to

r ed lrotn

i Upon receiving the incoming traffic. the FCoE switch inspccts the Ethertl'pe (used to indicate

which protocol is in the of an lithctnet liante) of tlre incoming tiaures and

uses that to

If the the switch recognizes that the frame contains an

FC and forwards Froul th(re. the l'C is extracted from the F('oE
I

and to FC SAN over the Ff Porli'

the FCoE, the switch hancllr-'s thc tral'llc as usttal llthernet tralfic lnd

ports.

Page 20
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NETWORK ATTACHED STORAGE (N.\S)

File Sharing Environment

- File sharing enables users to share files u ith olher uscr-.

) In file-sharing environment, the creator or ownel of a lile rl..ternrines the tvpe ofaccess to bc

given to;other users.,and controls changes to the tile.

} When multiple access a shared file at the same time. a locking schcme is lequired to maintaitl

data integrity and also make this sharing possible. This is takcn care br, tlle-shtring environnrenr.

} Examples of file sharing methods:

o File Transfer Protocol (FTP)

Distributed File'System (DFS)

Network File System (NFS) and Common lnternet l-ilc Sr stem (CIFS)

Peer-to-Peer (P2P)

a

a

I

I I

Page 2l

Fig FCoE switch generic architectLrle

FC Port FC Port

€th€met
Port

Ethemet
9oft
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What is NAS?

> NAS is an lP based dedicated, high-performance file sharing and storage tlevice'

) Enables NAS clients to share files over an I P netrvo rk '

! Uses network and file-sharing protocols to provide acccss to the li le data.

F Ex: Common Intemet File System (CIFS) and Network Filc- System (NFS)'

F Enables both UNIX and Microsoft Windows users to share the same data seanllessly'

> NAS device uses its own operating System and integrirt.'d ltrlr<lu'are and s<'ft*are components t()

meet specific file-service needs.

F Its operating system is optimized for file I/o which perlblnrs better than a general-purpose

server.

> A NAS device can serye more

server consolidation.

clients than generalllrrpose sen'ers and ptovide the benelit ol'

shorvn in lrig 1.331: \,\S head and storage.> NAS device has (as

> In some N be external to the NAS device and shared with

other

> NAS includes g components:

One or more network cards (NICs). uhich provide cormectivity 10 the client

network.

An optimized system for managing the NAS functionality' It translates file-

level requests into block-storage requests antl lurther converts the data supplied at the

block level to file data

tocols for file sharingNFS, CIFS, and other Pro
Page 22
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resources

) The NAS environment includes clients accessing a NAS dcr ice or er an Il) network using tile-

sharing protocols.

Nf5
UNIX Cli.nt

ctFS

NAS Device

Fig 2.33 Components ol'NAS

NAS provides I le-level data access to ils clients. File I O is a Irigh-levcl request rhar specitics

the file to be accessed.

Eg: a client may request a file by specifying its nanr... locarittn. or other attributes. The \r\S
operating system keeps track ofthe location oitiles on rhe tli,sk roltule and converrs clicnr tlle

I/O into blocklevel..lO to retrieve data.

The process of handling I/Os in a NAS environrnent is as tbllous:

1. The requestor (client) packages an I/O request inro lCl) II'and tbruartls it throush t5.,

network stack. The NAS device receives this reqLrcst fi(lnl the uerrvork.

I,age 23

Industry-standard storage protocols and ports to connect and n.ranaee physical disk
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2.TheNASdeviceconvertsthel/orequestitrtoanllpprtrl.,r.iateplll.sicalstoragereqtlest.

whichisablocklevell/o,andtlrenpet.fotntsthc.,].t,rltiLlnontheph}sicalStolage.

3. When the NAS device receives data from the :toragc' it pt'ocesses al.rd repackages the

data into an appropriate file protocol respollse'

4. The NAS device packages this response into TC P IP egain and lbr* at ds it to the client

through the network'

> Fig2.34 illustrates the NAS VO operation

I
C

Blo(k l/O

C
NAS rleiCotile l/o

Client

Fig 2.34 NAS UO Oire tittr' Ir

ls

NAS devices support multiPle file-service protocols to handlc tile I/O reqttests

Two sharing protocols are:

o Common Intemet File System (CIFS)

. Network File System (NFS)

> NAS devices enable users to share file data across diilercrlr r'petrling enlirontlrents

}Itprovidesameanstbruserstomigratetlansparetrti\ll.ollloll.operatingS)Sten]toanother

Application

Opera'ling SYstem

HFS ot CIFS

TcPrPsta.r '

-' ielYrork lrtt€rfate

Area Networks

l
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Network File System (NFS)

F NFS is a client-server protocol for file sharing that is conrrnonlv used on UNIX systems.

) NFS was originally based on the cormectionless L'ser l)urttgttutt l'nttocol (UDP).

) It uses Rernote Procedure Call (RPC) as a method of inter'-plocess conlnrrnication bet*een tu,o

computers.

F The NFS protocol provides a set of RPCs to access a remotc tile s1'stem firr the follor.ving

operations:

r Searching files and direclories

o Opening, reading, writing to, and closing a file

. Changing file attributes

o Modi&ing file links and directories

F NFS creates a connection between the client and the rel'note svstenr to transfer data.

)> NFSv3 and earlier is a stateless protocol

) It does not maintain any kind of table to store inlirrnntirrn airout oiren llles and associatcd

pointers. Each call provides a full set of arguments - a lilc irundl.'. a purticular position to rerd or'

write, and the versions of NFS - to access files on the sr'r'\ cr .

F Cunently, three versions ofNFS are in use:

L NFS version 2 (NFSv2): Uses LDP to pror idc .r \/(l/d/e.\.r net\\olk counection bctsecn a

client and a server. Features, such as locking. arc lrandled oulside the protocol.

2. NFS version 3 (NFSv3): Uses {,,DP or 'l'('l'. nncl is l,ased on the J/a/e /?.r.! protott

design. It includes some new fealures. such ls rr 6-1-hit tlle sizc. asynchronous urites. and

additional file attributes to reduce lefetching.

3. NFS version 4 (NFSv4): Uses TCP and is basetl t)n a stuteful pt olo.o/ design. It oliLs
enhanced security. The latest NFS version 4.1 is th.' enhancement ofNFSv4 and includes

some new features, such as session model. parallcl NFS ttrNFS). and data relention.

PaBe 25
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Common Internet File System (CIFS)

> CIFS is a client-server application protocol

} It enables clients to access files and services on remote c('lrl't(ers tlver l'(lP/I P'

) It is a public, or open' variation of Sen'er Message Blocli (S\'lB) protocol'

) It provides following features to ensure data integril):

oltusesfileandrecordlockingtopreventtlserslirlntorer.rrritittgthe\^'orkofatlollrerttsct.
on a file or a record'

oltsupportsfaulttoleranceandcanautomaticalllt.esttlr.eConnectionsarrdreopenf-rlesthat
wereopenpriortoaninterruption.ThisfeatLrrctleper.rtlsonwlretheranapplicatiorris
written to take advantage ofthis'

.ClFsiSaStatefuIprotocolbecausetlreCll]sserlertllltitttrrinscorulectioninlbrnllli()11
regarding",",y"ono".t.dclient.Ifanetrl,olklitiltrr'etlrC[FSserret.f-ailureocctlfs.llle
clientreceivesadisconnectiontrotificatitltr,l.ser.tlisruptiorrismininrizedit.tlre
applicationhastheembeddedirrtelligencet()lesl(.!relhecotrtlectiot-t.Horr.er'er.il'tlle
embeddedintelligenceismissing,theuscrl,].ltl:tli'lkcstepst()r.ecstablislrtlre(-[l.S
connection.

P Users refer to remote fiie systems with all easy-to-tlst lilc- tlrttllitlg schctrc:

} Eg: \\server\sharc or \\servemame'domairr'suffi x\shlle

F File- implemented in NAS or the file serr er environmcnt' Provides a simple'

non disruptive fi le-mobility solution'

}Iteliminatesthedependenciesbet*,eendataaccesseclarth.,l.ileler.elarrdtlrelocatiotlrrlrerctlre

files are phYsicallY stored'

Itcreatesalogicalpoolofstorage,enablingrrserstotl\ciil(].]iCillllath.ratlrer.tlranaplrl,sical

path, to access files'

Itagc26
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) A global namespace is used to map the logical path of a lile to the ph)sical path names. Irilc-

level virtualization enables the movement of files across N,\S devices. er en ilthe files are being

accessed.

Before and After File-level Virtualization

Sefore tile-level Virtualization

Clients Clients

Altcr File'level Virtualization

Clierts Clients

. :-liE TE T
-

alization
Appliance

H- --J-E
NAS Head NAs Head

Storage Array

' Dependency between client access
and file location

' Underutilized storage resources

' Downtime is caused by data
migrations

NAS lle.rd NAS Head

Storage Array

F ile Sharing Environment

Bii ,. r :j,ti-rendencies between
client access and file location

StcraF;e Lrtilization is optimized

Nor: - c isru ptive nrigrations

P age 27
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* INTRODUCTION TO BUSINESS CONTINUITY
Business Continuity (BC):

Business continuity (BC) is an integrated and enlerprisc u ide process that includes all actiyiries
(intemal and extemal to IT) that a business must perfbrnr ro nririgare the impact of planned and

unplanned downtime.

BC entails preparing for, responding to. and recovering I'r'om a s-v-stenr outage that adyersell
affects business operations. It involves proactive measules. sLrch as business impact anall.sis. risk
assessments, deployment of BC technologl,' solutions (backup and replicarion), and reactir.e

measures. such as disaster recovery and restart. to be invoked in the event ola failure.

The goal of a BC solution is to ensure the "infornration :rvailahiliq," required to contluct r ital

business operations.

Information Ava ilabi Ii{v :

Information availability (IA) refers to the abilit) of tlt inlilsrrLrcrure ro tirnction accordiuu ru

business expectations during its specified time of operation. Inliunration ar.ailability ensures tSar

people (employees, customers, suppliers, and panners) can access inlbrnration whenever ther

need it. Information availabitity can be defined in rerms ol-:

l. Reliability,

2. Accessibility

3. Timeliness.

l' Reliability: This reflects a component's ability to tuncrion rr.ithout thilure. under srated

conditions, for a specified amount oftime.

2. Accessibility: This is the state within which the required infbrmation is accessible ar the
right place, to the right user. The period of tinre drrring rvl.rich rhe system is in an

accessible state is termed system uptime; rihen it is not accessiblc it is termed svstenr

1
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dorvntime'

to affect timeliness.

Causes of Information Unavailabilitr

Various planned and unplanned incidents result in dara trnavailabilill '

; Planned outages include installation/ uo

3.Timeliness:Definestheexactmomentortlretinre\\indo\\'(apal.ticulartimeoftlredal'.

week,month,and/oryearasspecified)duringrvhichitltilrtrratiol-tnlrrstbeaccessible.F.lr

example, if online access to an application is reqtrired hctrr een 8:00 am and l0:00 pm

eachday,anydisruptionstodataavailability,otltsiclcoltlristinreSlotafenotconsidered

software uPgades or Patches'

operations (renovation and

production environment.

i Unplanned outages incl ure

and human errors.

) Disasters or man

, applicert I

of new hardware.

data restores, facility

), and refresli/mi the testing to the

tabase corruPtio t-ailure.

are another

such as

that cause

tlood. iirP, eatthquak

data unalailabilitl.

e, and contamination

Ois3!ter
' '. 1 nro 

)

Uoplanned Outage
(20 )

Plinned Outage
(8O'16)

Fig 3' l : Disruptors of lntbrtlation Availability

As illustrated in Fig 3.1 above' the majority of outases are planned' Planned outages are

expected and scheduled, but still cause data to b!' tlllilvililable'

'2
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Conseouences of Downtime

) Information unavailability or downtime results irr loss ol' ploducti,,itr,. loss of revenue.

poor financial performance, and damage to reputation.

F Loss ofproductivity includes reduced output per unit ol'labor. equipr.nent. and capital.

F Loss of revenue includes direct loss, compensator), pavnlents. future revenue loss. billing

loss, and investment loss.

F Poor financial performance affects revenue recognilion. cash flo*. discounts, pa)'ment

guarantees, credit rating, and stock price.

> Damages to reputations may result in a loss ofconfidence or credibilitl, rvith customers.

suppliers, financial markets, banks, and business partners.

F An important me|aic, average cost of dovntinr 1;ar l:ltttr. plovides a ke1 cstimate in

determining the appropriate BC solutions. It is calculat!'d as lbllorvs:

Average cost of downtime per hour - alerage productivily loss per hour +

average revenue loss per ltour

Where:

Productivity loss per hour = (total salaries ancl benelits olall employees per week)

l(average number of u'orking hours per rveek)

Average revenue loss per hour: (total revenue of an organization per week)

/(average number ofhours per week that an organization is open ftlr business)

Measurins Information Availabilitv

! Information availability (lA) relies on the availabilitl ofphl,sical and virtual components

of a data center. Failure of these components might disrupt IA. A failure is the

termination ofa component's capability to pertbrm a required function. The component's

capability can be restored by performing an extenral conective action. such as a manual

reboot, a repair, or replacement ofthe failed conrl)onent(s).

! Proactive risk analysis performed as part ol' the B( plirnning proccss considers the

component failure rate and average repair time. *'hich are measured by MTBF and

MTTR:

3
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-+ Mean Time Between Failure (MTBF): lt is the ar erage time aYailable for a sl stenr ot'

component to perform its normal operatiol'Is bet$ een lhilules'

-)MeanTimeToRepair(MTTR):Itisthear,erlgelilrrerequir.edtorepair.afailecl

component. MTTR includes the total time lc'quilc-rl to t]o thc follou'ing activities:

Detect the fault, mobilize the maintenance tcatr. tliitgrlose the fault. obtain the spirrt'

parts, repair, test, and restore the data.

Fig 3.2 illustrates the various information availabilit] tlletrics thal replesetlt s1'stenl uptitttc

and downtime.

fL:b'tfr.a"ado!t*i!n.

n n
R€9ait

Oi.gnosis In.ideot

rinr. b.tvi.eL iiilL,res or uDtinrQ

IA is period that a system is in a co i6on to pcrfbrnr its intended function upon

be terms of system uptinre and dorvntime and measured as the

amount or

IA = system u e / (system uptimc + s1 stcm do$'ntime)

In terms of MTBF MTTR, uld also be expressed irs

IA = MTBF / (MTBli + I'I1"l lt)

Uptime per year is based on the exact timeliness requirenrenls trf the service. this calculation

leads to the number of"9s" representation for availabilitl m"tlics'

Table 3-l lists the approximate amount of do$ntinlc allo\c'.1 tbr- a service to achieve c"r'tJin

levels of 9s availability. For example. a service that is saicl t() be "live 9s available" is availatrle

for 99.999 percent of the scheduled time in a vear (24''165 )'

U

i

demand.l

Fig 3-2: Informatiott nr iiilltl,ilitr nleirjcs

+
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I I
o

7.3 days i ht 22 mioutes98 2

3.65 days I hr, 4l minutes99 I

17 hr, fl n]rnutes 20 minutes, l0 secs0.299.8

UPIIME ('hl DOWITInME (n) I [DwilrltE
IBUEET

99.9

99.99

99.999

99.9999

It is the process o

processes to copy

comp

o.t

o.0t l minute

0.001 5.25 nlnutes 6 secs

0.0001 I1.5 se(s

Table 3-l: Availability percentage and A llor ablc downtinie

a

I hr,45 minutes I0 minutes, 5 secs

of restoring systems, data, and the

s operations in tlre event ol a disaster

previous coil.y of the data and applying logs or other necessarv

kno*n poinr ol consistency. Orrce all recoveries are

Dis restart: is the process of restarting

t.

b,-rsiness operations with mirrorecl

is validated to IS COTIEC

t copies of applications.

): This is the point in time to which systems and data must

be recovered after an outage. fines the amount ofdata loss that a business can endure. A

large RPO signi es high to to information loss in a lrusiness. Based on the RPO.

organizations plan nimum frequency with r.r'hich a backup or replica must be made.

For example, if the is six hours. backups or leplicas must be made at least once in 6

hours. Fig 3.3 (a) shows various RPOs and their corlesponding ideal recovery strategies. An

organization can plan for an appropriate BC technologrr solution on the basis of the RPo ir

sets. For example:

--+ RPO of 24 hours: This ensures thar backups arc crcirle(i on an ol['site tape cirive er crr

midnight. The corresponding recovery strategl is ro r L'5rore data liorn the set of Iast

5

BC Terminology

This section defines common terms related to BC operations rrhich urc usccl iLr this module ttr

crplain advanced concepts:
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backup tapes.

-+ RPO of t hour: Shipping database logs to the ren.rolc site er ery hour-. The corresponding

recovery strategy is to recover the database at the p()ir)t ol'thc last log shipment.

+ RPO in the order of minutes: Mirroring data asr nclrlorrouslY to a rcmole site

-> Near zero RPO: This mirrors mission-critical data sr nchlonouslv to a remote site.

wcd6 >
oryrD

rbur. >
Hlnrir. >
S.6.d. >

Oays>

Itour.>

T.pG B.ckup

Pc.lodk R.dkrtion

Arynch.o.rout R.pli @ti m

SYltchronou3 Rr9lk.60n
Seco nd s >

(.) R..ovdy-point obJ€cti ve

M.nual r'l ig r a ti otr

itrl R&ovrry-t' me oUediv c

Fig 3.3: Strate es to meet Ill'O anJ ll l-O targets

) Recovery-Time Objective ( e tinre rritlrirr ulri.lr :rsrt'rns antl trpplicatiorrs rnust he

recovered after an outage. It defines amount ol'rlotntim!' that a business can endure and

survive. Businesses d recover\ plans alier defining the RTO fbr a gir en

system. For RTO is two urs, then use a disk backup because it enables a

fasler restore ata an Rl'O ot' one rveek, tape backup will like 11,

meet . Some exarnp s and the reco\/ery strategics to ensure data

aval ty are ti below (refer to Fig 3.

--t of 72 hours: tore from backup tapes at a colcl site

--) tapes at a hot site.

-+ RTO o ours: Use a vault to a hot site

-+ RTO ofa few seconds: C production sen ers rr ith bidirectional mirroring. enabling

the applications to sites simultaneoush .

!
o
E

t
ot

6

Area
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BC Plannins Life Cvcle

BC planning must follow a disciplined approach like anl'other planning process. Organizations

today dedicate specialized resources to develop enil uraintain B(l plans. Fronr the

conceptualization to the realization ofthe BC plan. a lif-e clcle of irctivities can be defined for the

BC process.

The BC planning lifecycle includes five stages shown belol i l:ig 3.4): ..

I
\

w
Y

t
4

3.4: BC Planning Litee 1c le

Several activities are performed at stage ofthe BC planning lif'ecycle. including the

following key activities:

l. Establishing obJ

+ Determine BC

-+ Estimate the scope and budget to achieve requiremenrs.

-+ Select a BC team by considering subject matter experrs tlorn all areas olthe business.

whether intemal or external.

--r Create BC policies.

Train,
Te5t,

A55e5s,
and

MailrtaiD Estnh li5h
obje( tive5

Inrplenrent

Analysis

De5ign
and

Develop

7

I
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2. Analyzing

-+Collectinformationondataprofiles,businessprocesscs.itrliasl'ructureSupport'

dependencies, and frequency of using business infiastrttctttre'

-+ ldentiff critical business needs and assign recoverl ;tt'irrt'itics

-t Create a risk analysis for critical areas and mitigation strlt(-uic:'

+ Conduct a Business Impact Analysis (BIA)'

-)Createacostandbenefitanalysisbasedontheconsccltrencesoidataurravailability.

3. Designing and develoPing

-+Delinetheteamstructureandassignindividualt.olesltltlresponsibilities.Forexatrrple.

differentteamsareformedforactivitiessuchasetrrcrgetrc\.response.damageassessment.

and infrastructure and application recovery'

-+ Design data protection strategies and develop infrastrttcture'

--r Develop contingency scenarios'

-+ Develop emergency response procedures'

+ Detail recovery and restart procedures'

4. Implementing

+Implementriskmanagementandmitigationprocetlul.csthatincludebackup.replication.and

management of resources.

+PreparethedisasterrecoverySitesthatcanbeutilizedilaclisasteralfectstlreprimarydata

center.

-+ Implement redundancy for every resource in a dara cclltcr to avoid single points ol

failure.

5. Training, testing, assessing, and maintaining

+ Train the employees who are responsible for backup Lrtrd replicatiot-t ol busirress-critical data

on a regular basis or whenever there is a modification lrr thc BC plan

+Trainemployeesonemergencyresponseproceclttt.esrvhc'nclisastersaredeclared.

-> Train the recovery team on recovery procedures based on contingencv scenarios'

-+ Perform damage assessment processes and revieu Lcctlr r-rv platls'

-+ Test the BC plan regularly to evaluate its perfomrirnce and identify its limitations'

8
-> Assess the performance reports and identifl' limitations'
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+ Update the BC plans and recovery/restart procedurcs ltl rclle'Ci regula| cha:tues \ ithin thc

data center.

Failure Analvsis

Single Point ofFailure

) A single point of failure refers to the failule of ri cor.r'rl.ronent lhat ean ternrinate thr

availability ofthe entire system or IT service.

> Fig 3.5 depicts a system setup in which an application. r'unnins on a VM, pror ides an

interface to the client and performs I/O operations.

D The client is connected to the server through an ll' nctuork, tlre -server is conrre.cted lo

the storage array through a FC connection. rn HL|.\ irrrtllletl al lh( sener serrJs rrl

receives data to and from a storage array. anrl ln Ir( srritch connecls the HBA to the

storage pon :

F In a setup where each

availability, the failure of

app

i In this

network, ch are ho

F The

h sor, an

tait

mechanism.

c0mponent

a singltJ phl s

lication. resu

must lunction as required to ensure d2rta

ical or virlual component causes the failure of thc

Iting in disnrption ofbusiness operations.

a hvperr.isor can ut'li'ct .ll thc runnins \I\ls and thc rilrual

eral similar sing e polnts.ijf failure idtnritied in this erample AVM.a
C on the sener. the phvsicrrl scn cr. the II) netnork. the FC sr.vitch.

r even the storage arra) coultl be a potential single point of

ts of failure, it is essential to inrplement a fault-tolelant

r
IP Switch FC 9rrit( lrC lient

5tora1!re Array

Fig 3.5: Single Point olFailure

9

entire data center
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Resolving Single Points of Failure

}Tomitigateasinglepointoffailure'systemsaleclesignedrr.itlrredrrndancy.suchthatthe

systemwillfailonlyifallthecomponentsintlreredltndanclgrouplail.Thisensurestlrat

the failure ofa single component does not affect ..lata svnilnlilitl '

}Datacentersfollowstringentguidelinestoimplen-rentthrrlttolerarrceloruninterrrrpted

information availability. Careful anatysis is perlb .retl to eliminate every single point of

failure.

}TheexampleshowninFig3.6represenlsallerrltalietrttentsofthesystemshorrrtirt

Fig 3.5 in the infrastructure to mitigate single points of tailtrre:

o Configuration ofredundant HBAs at a server to nritigate single FIBA failure

.ConfigurationofNIC(networkinterfacecard)telrntirrgataSel.Verallowsprotectiorr

againstsinglephysicalNlCfailure.Itallorvsur.oullitrgoitw,oor.nrorephysicalNlCs

andtreatingthemaSasinglelogicatdevicc.NlC'teanlirrgeliminatesthesinglepoilrt

of failure associated with a single physical NIC'

.ConfigurationofredundantSwitchestoacc()tllltlill.asrritclrt-ailirre

. Configuration ofmultiple stolage array pons 1o n)itigatc a port tiriltlre

rRAIDandhotspareconfigurationtoenslll.cctltltitttttlLtsoperationintheer.errtol'disk

failure

Implementation of a redundant storage

failure

an al irt .r rernote site to mitigate local site

Implementingserver(orcompute)cluster.ing.alltttlt-tolerarrcenrechanisnrrvlietcbl'

two or more seryers in a cluster access tlle slltlle set of datrl volumes Clustelc-d

serversexchangeaheartbeattoinfornrL'aeh()ll.].rlttltrttttlreirht--a]th.llotretlfllre

servers or hypervisors fails, the other server or hr Pcr.l isor can talle up the uorkload'

ImplementingaVMFaultTolerancentecltallisl,t-tcllsurcsBCintlieel'entofasel.r'et.

failure. This technique creates duplicate copies ()l r'ach VM on uother server so tllat

when a VM failure is detected' the duplicatt \'\l can he used tor l-ailover" The tso

VMs are kept in synchronization rvith each olltcr itr order t() pertbrm succcsstLl

failover.

10
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IP

Multipathing Software

) Configuration of mul

Fig 3.6::Rdsolving single points ol ririlrre

le paths increases the data availabil

E
I I

Yt
-# !

r

servers are one I/O p e data therr'riill be no access to the data it

that path fails. 1nlI path to become single points offailure

) Multipl data also impro VO' perfor.rrirnc.' t h r',.rLrsh load sharin g and maxinr i zc

data path utilization

FIn ice, merely ring multiple paths docs not servc- the purpose. Even with

mul I/O will not reroute unlcss the systenr recognizes that it

has an altemate path.

F Multipathing software proVI the functionality to rccognize and utilize altemate I/O

path to data. Mul oftware also manages lhe [rad balancing by distributing I/Os

to all available, active S.

F In a virtual environmelt, multipathing is enabled either b1, using the hypervisor's built-in

capability or by running a third-party software module. added to the hypervisor.

ath to th

liate thc

ity through path failo!er. lf

11
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BC Technolosv Solutions

After analyzing the business impact ofan outage, desitninu appropriate st)lutions to recover

fromafailureisthenextimportantactivity.oneortrrorecopiesofthcoriginaldataare

maintained using any ofthe following slrategies, so that data can be recor ered and bLrsiness

operations can be restarted using an alternate cop)':

l. Backup: Data backup is a pretlominant ln!'tllo(l ol' crtsLtting datrr availability. The

frequencyofbackupisdeterminedbasedonltl,(].lllO.andthctr.equenc)ofdata

changes.

2 Storage array-based replication (local): Dltlr can bc repliclted to a separate

locationwithintheSamestoragearra)',,fhere1;liclrisrrscdindepctrdcntlylorothcl

businessoperations.ReplicascanalsobetlrcJlilr.lestoring()perationSildilta

corruption occurs.

3.storagearray-basedreplication(remote):Datainastorltgearra)canbereplicated

to another storage array located at a relnote silc. I t' thc \lorage allil)' is lost due to a

disaster,businessoperationscanbesta(edtiontlltcretlttrlcStorageal.[a\.

12
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BACKUP AND AITCFII\/E
) Data Backup is a copy of production data. creatcrl lrncl rcruined fbr rhe sole purpose

ofrecovering lost or corrupted data.

i Evaluating the various backup methods along rvith their rL-co\ er\ consideralions and

retention requirements is an essential step to inllltL-trenr I sLrccessftrl backup and

recovery solution.

) Organizations generate and maintain large volunres ot'darit. and mosr of the data is

fixed content. This fxed content is rarely accessed alter l period ol tirne. Still, this

data needs to be retained for several years to meet rcglrloror\ cornpliancc.

) Data archiving is the process of moving dara thlr is n() lollgcr actively uscd. frotn

primary storage to a low-cost secondarl, storage. Iltis clara is retained in the

secondary storage for a long term to meet regulator\ rc(tLr i rcnte nts. Thi5 reduces the

amount of data to be backed up and the time reqLritcd to ixrck rrlt the datrL.

Backuo Puroose

Backups are performed to serve three purposes: disostar rrrowr.t', operfitiondl recovcq,,

and archival. These are discussed in the followinq sccrit,ns

Disaster Recovery

! Backups are perlormed to address disaster recover\ nccds.

) The backup copies are used for restoring data at an alternate site when the primary site

is incapacitated due to a disaster. Based on RPO ancl Il fO requirements. organizations

use different backup strategies for disaster recor crr .

) When a tape-based backup method is used as a disrstcr recovery strategv, the backup

tape media is shipped and stored at an offsite location. l'hese tapes can be recalled lbr

restoration at the disaster recovery site.

) Organizations with stringent RPO and RTO rcqLrirerrrenls use lenlote replication

technology to replicate data to a disaster rccor t'rr site. Orqanizations can brinq

production systems online in a relatively shon perit'rd ofrinre if a disasler occurs.

Operational Recovery
! Data in the production environment changes rr itlr er elr btrsirress transaction and

operation.

) Operational recovery is the use ofbackups to rcsrore (lirl il'(lata loss or logical

13

Storage Area Networks(l8CS822) Modulc-4



coruption occurs during routine processing'

} For example, it is common for a user to accidcntall] d.lete ln inrpoflant cmail or lbr a

file to become comrpted, which can be restored lionl onerational backup'

Archival
) Backups are also performed to address archival reqLtiletllenls'

)' Traditional backups are still used by small and tnediurr enterprises for long-terrn

preservation of transaction records, e- tnail tnesslges. arld other business records

required for regulatory compliance.

Apart from addressing disaster recovery, archival. and operatitrnal rcquiretrlents. backups serYe

as a protection against data loss due to physical darnagc ot'a storage device. sotiware lhilures.

or virus attacks. Backups can also be used to protect against accideflIs such as a delction or

intentional data destruction.

Backuo Granularitv
. Backup granularity dePends on

. Based on the granularity, back

(differential).

su re

needs and tlte re.;Lrirccl It'lO1RPO.

be categoriz-cJ ir. lirli. ittcretttenul attd cutnttlatire

bu

. Most organizations combination hese threc lrackup tvpes to lneet thcir backLrp and

recovery req

The below fi shows t krp ran rrl:rritr ler elst

%

Full Backu

Backu

e tial Bac

i1r.

Amount of Data B.rcktrP

Figure: Different Crl lnrill lel cls

Full Backup

Full backup is a backup ofthe complete data on the pro(lLrctiorl \'olumes

tII
il

Ill"n[,...

A fuII hackuo v is created bv coovin the daur in tlrr'Dr'oduct ion volurrte ro a backu

1+
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storage device.

. It provides a faster recovery but requires more stora-se sp:rce lntl also takes more tinle to

back up.

Incremental Backup

. Incremental backup copies the data that has chanced since the last tirll or incremenlal

backup, whichever has occurred more recently.

. This is much faster than a full backup (because the vokrrnc ol data backerl up is restricted to

the changed data only) but takes longer to restore.

Cumulative Backup

. Cumulative backup copies the data that has changed since full backup.

. This method takes longer than an incremental backup bLrt is

> Restore operations vary with the granu

> A full backup provides a single can be ea-s

) The process ofrestoration from an the last fLll

and all the incremental backups available Ithe point

> A restore from a cumulative requrres last lu ll back LI ost recent

cumulative backup.

. ) The below figure an liorrr incremental backup.
.4

l.londry Tucsday wcdnesday Thursday Frid.y

t- --
Filcs l, 2, 3,4,5

Production

FllG. l, 2. 3
Full

B.clep

Filc 4
lncrcmcntal

Brckup

upd.ted Fite 3

Incr€manta l

Backup

filc S

l crclrrental
Eackup

I

I

Adount of Drta Bi( ku p

Figure: Restoring from lncrcnrcntirl ll:rckrrJ,

) ln this example, a full backup is performed on \lonilnr rreninr:. Each da) alter that. in

t,

I

i

I I I
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}onTuesday,anewfile(File4inthefigure)isadded.atldtlt.rotht't.l.ileshavechanged.

)Consequently,onlyFile4iscopiedduringtheincrcttrctrlrtlhackrrpperti'rrncdonTtlesdal

evening.

}onWednesday'nonewfilesareadded.butFile]h:rshtcrtnl.,dified.Therclbre,onllthe

modified File 3 is copied during the incremental backrrp ort \\ ednesday evening'

) Similarly, the incremental backup on Thursda''- copics trnh I'ilc i

) On Friday moming, there is data corruption' rvhictt rcqLrires data restoration frotn the

backuP.

}ThefirstSteptowarddatarestorationisrestoringallclatltfiorlltlreful[backtrpofMonday

evening. The next step is applying the incremental buckuIs t'rf 1iiesda1. wcdnesday. and

Thursday.

) In this manner, data can be successfully recovered to its previott

Thursday evening'

The below figure shows an example of restoring ddta frorn ctrmulative backupi/
WGdncsdaY

s statc. iIs it e\istc(l Lrr'l

Fr i{j.yl.lond.y Tua5d.y

Fll.. 1, 2, 3

Full
Brd.uD

r
Fl[. .r

Cumuhtlv!
8!ckup

fll.3 4.5

CumulttivG
Btckup

Fil.i 4,5,6

Curtru lirtiva
Ba<kup

Filcs 1, 2, 3, 4, 5, 6

E

Amount ol Dlta BackuP

Figure: Rest g from Cu lltlilli\c l!:lcliul)

) ln this examPle, a full b of us iness data is titke-n on Monday evening' Each day

after that, a cumulative backu

onTuesday,Fite4isaddedandnootherdataisrrrodiljcclsincetlrepreviottsfullbackupof

Monday evening. ConsequentlY, the cumulative backup on Tuesday evening copies only File

4

On Wednesday, File 5 is added' The cumulative backrrll trrl'inr: l.tlrtce on \\ ednesday evcning

copies both Fite 4 and File 5 because these files har e bectl rtrlcled or moditied since the last

16
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full backup.

) Similarly, on Thursday, File 6 is added. Therefbre. rhe cunrulttive backup on Thursdal

evening copies all three files: File 4, File 5, and File 6.

) On Friday moming, data corruption occurs tlral retluiles drta restoration rrsing backup

copies.

D The first step in restoring data is to restore all the datl liorr the full backup of Mondal

evening. The next step is to apply only the latest cunrulltire lrackup. rvhich is taken on

Thursday evening.

D In this way, the production data can be recovered fhster becriLrse its needs onl\ tu'o copies of

data - the las full backup and the latest cumulative backup.

77
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Backuo Methods
) Hot backup and cold backup are the tso nretht,tls deplol,ed tbl backup. They are

based on the state ofthe application when the backLrp is perlbrmed.

) In a hot backup, the application is up and runnirrrr. rrith users accessing their data

during the backup process. This method of backLrp is also referred to as an online

backup.

F In a cold backup, the application is not active or slrLrtdorvn during the backup proccss

and is also called as ofiIine backup.

) The hot backup of online production data beconres nrore challengirrg bccause data is

actively used and changed.

! An open file is locked by the operating system and is not backed up during the backup

process. In such situations, an open Jile agerl is require(l to back up thc open file.

) In database environments, the use of open tile agcrrts is not c'nough. because the agent

should also support a consistent backup of all the tlnlrrbrrse conrponent'.

! For example, a database is composed olmanr files \)l'\ar)ing sizes occrrpling sereral

file systems. To ensure a consistent database backup. all fllcs need to be backed up in

the same state. That does not necessarily mean that lll t'iles need to be backed up aI the

same time, but they all must be synchronizcd so that the dalilbase can be restored rvith

consistency.

F The disadvantage associated with a hot backup is that thc agents usually affect the

overal I application performance.



ulc-.1

Sto N

) Consistent backuPs of databases can also be done br usittq a cold backuP. This requires

the database to remain inactive during the backup' OlcoLrrse' the disadvantage of a cold

backup is that the database is inaccess ible to users duling the backup process'

) Hot backup is used in situations where it is not possible to shttt dorvn the dalabase This

is facititated by database backup agents that carl l)crli)rlrl rr brtckt'tp rihile the database is

active. The disadvantage associated with a hot bilcktlp is that the agcnts usualll allect

hardware.

overall application performance'

! A point-in-time (PlT) copy method is deploletl in cttrittrtrtrlcnts ultere the intpact of

downtime from a cold backup or the perforrlrrrnce rcsLrlting liorn a hot backrrp is

unacceptable. The PIT copy is created lrom thc prodllctiorl volunle and used as the

source for the backup. This reduces the impact on the prodttction volttrue'

) Certain attributes and properties attached to a tile' strcll rts pet tnissions' o\\ ner' and other

metadatq also need to be backed trp' These attribtrlrs xre as impofialrt as the data itself

and must be backed up for consistency'

Backup of boot sector and partition layout intbrmarion is also critical fbr successlirl

;::ti;", recovery environment' bare-metrtl reco\r"r'\' (l)\IR) relers to a backup in

which a[ metadata, system intbrn]ation. u,tr .|Pric.rio. contigLrrations are

appropriately backed up for a full systern recover\ ' li\llt builds the base system' rvhich

includes partitioning, the file system layout' tlte opcratinu s)'steln" thc applications' and

all the relevant configurations' BMR recovers llle bltse s\ stcll'l first' bcfore starting the

recovery of data files' Some BMR technolosie : cltli rcco\ e r a ser\ er o'lto dissimilar

Backuo Architecture

A backup system commonly uses the client-server architeclttr'" rr ith a backup serYer and multiple

backuP clients

The below figure illustrates the backup architecture

rltlins the lrackup catalog' rvhicli

ackup Nctadata'

r'r rrttt backups, wllich clienl data to

fbrntation about the backed up data'

be backed uP and send it to the stori

server.

The backuP server manages the backup operations antl mai

contains informati on about the backup configuration and b

BackuP configurati on contains information about $hen t

backed uP, and so on, and the backup metadata contalns rrl

The role of a backuP client is to gather the data that is to

be

age

node. lt also sends the tracking information to the backuP

1B
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The storage node is responsible for rvriting the datrr ro rhc backup dcvice. (ln a backLrp

environment, a storage node is a host that controls backrrp der ices.)

The storage node also sends tracking information to the backup server. In many cases, the storage

node is integrated with the backup server, and both are hosted on rhe same phlsical platforrn.

A backup device is attached directly or through a nerrrork r(' llrc storage node s hosl plattbr-rl.

Some backup architecture refers to the storage node as lhe ntedia server becausc it manages the

storage device.

Backup software provides reporting capabilities based on rhc, hirckup catalog and the loq flles.

These reports include information, such as the anr,.rrlrl or Jrrra backed Jp. rlte nurnhcr ol-

completed and incomplete backups, and the types oferrors rlrar Iti!:ht Itave occurred.

Reports can be customized depending on the specific backup soiirvare used.

Backup
Server

E ackup Catalog

Tracking
lrltormation

Backup
Data

Backup
Data

Applic.tion Servsr,/
Backup client

Storag e
Hode

Backup
D evice

Figure: Backul, Archilcctllr'c

Backuo and Restore Ooerations

When a backup operation is initiated, significant net\\ork co!nnlLmication takcs place between the

different components of a backup infrastructure.

The backup operation is typically initiated by a server. brrl ir cnrr also be initiared b1 a clienr.

The backup server initiates the backup process for dillerent clierrrs based on rhe backup schedule

19
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configured for them.

For example, the backup for a group ofclients ma1' be schedLrl.',.I lo stirrt at I I :00 p.rn. every dav.

The backup server coordinates the backup process uith .rll the components in a backup

environment (see Figure below).

The backup server maintains the information about backLrp clients to be backed up and storage

nodes to be used in a backup operation.

The backup server retrieves the backup-related intbrnratiol iiorrt the backLrp calal()g and, based on

this information, instructs the storage node to load the approPriate Lrackup nredia into the backup

devices.

Simultaneously, it instructs the backup clients to gather lhc drrtu to bc backed up and send it over'

the network to the assigned storage node.

After the backup data is sent to the storage node. the clicrlt senrls some backup metadata (the

number offiles, name ofthe files, storage node details. irnd so on) to the backup server.

The storage node receives the client data, organizes it. arrd sends it to the backLrp dcvice.

The storage node then sends additional backup mem.larl il(,catioir ol the data on the blckup

device, time ofbackup, and so on) to the backup server.

The backup server updates the backup catalog with this intbrnration.
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Figure: Backup ()lle rirl i(,n

After the data is backed up, it can be restored rvhen reqtriled

A restore nrocess must be manuallv initiated from the client.

20

o, o



\l odule-J

Sto Area Netrv 8cs822

Some backup software has a seParate aPPlication tbr restotc oPerrttorrs

tors or backuP oPerators'

These restore applicati ons are usuallY accessible onll to thc atltninistra

shows a restore operatlon
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The below Figure

restore request' an admin
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While selecting the cl
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whom the restore request has been m

The administrator then selects the data
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1

data has to be restored based on the RPO'

the backLrp cilt'lior' tl'\t Iestol'c

Because all this information comes ftom

restored

ln database restorations, addit ional data'

istency for the restored dara

communicate with the backup server'
storage notle to rlrt)rrnt tlrc specific backup media onto

The backup server instructs the appro priate

receive the restored data
the backup device'
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successfullY
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accomPlished bY recovering

of a sPreadslrect is cottr
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pleted when the sPecific tile is

Some restorations are

dan. For examPle' the recovery process

such as log t-lles must be restored along with the

productt on data. This ensures cons

ln these cases, the RTO is extended due to the additional stePs

lJ
in the restore operatlon'
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Backuqlooologies
> I hree basic topologies are
l. Direct attached backup
2. LAN based backup, and
3. SAN based backup.

used in a backup environrnent:

)
] lod u lc-l

) A mired topolory is also us,
> ,n a airect-at;;;;;:HT:'T.j)n:H, SAN based,opo,ogies

the metadata is sent to the backup server through rhc. r_AN. .directl"v 
to thc client. oniy

LAN from backup traffic. ' -' '! urruLr'.rr rlle t-n N' 'lhis conliguration frees the

ce.

trtcl.r(t.,td( ad( krJ,

D.rt.,

!-...-,

.'
r,,ir.i-:rvrrr erckup
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Fig 3.7: Direct-attached bacliup to

age Node Device
dckL,p Client

J)r ) loo\

!In
connected to the LAN
backup cl (source ),
affect network

ients, backup server, storage node, and backup device areI3.8). The data ro bu blcked u

backup device (r..,, r,,r;;, ; : ;:. ;,:T: -:tffilJ:
> This rmpact can be lntm ized by adopting a number ol rrreasuseparate networks for backup and installing clerliclred s

res, such as configuring

application servers torage nodes for sonre
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Fig 3.8:
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) The emergence of low-cost disks as a backup rnetrirrnr rras enabred disri arra;,s to be

attached to the sAN and used as backup devices. A rapc backup of rhese data backups

on the disks can be created and shipped ofltite tbr disaster recover' and long-term
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retention.

The mixed topology uses both the LAN-based and SAN-based topologies, as shown in Fig

3.10. This topology might be implemented for se'eral reaso.s. including cost, server

location, reduction in administrative overhead, and perfb.r.rance considerations.

lrp[(.tloa Servr-2/
B..trp Cnerlt

Ap?lk ti on ServeFr/
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*".-l
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Fig 3.1 ixed backup topology
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Introduction:
l. Continuous access to information is a must for the smooth functioning ofbusiness operations today, as the
cost ofbusiness disruption could be catastrophic.
2. There are many threats to information availability, such as natural disasters (e.g., flood, fre, earthquake),
unplanned occurrences (e.g., cybercrime, human error, network and computer failure), and planned occurrences
(e.g., upgrades, backup, restore) that result in the inaccessibility of information.
3. It is critical for businesses to define appropriate plans that can help them overcome these crises- Business
continuity is an important process to define and implement these plans.
4. Business conlinuity (BC) is an integrated and enterprise-wide process that includes all activities (intemal and
extemal to lT) that a business must perform to mitigate the impact of planned and unplanned downtime.
5. BC entails preparing for, responding to, and recovering from a system outage that adversely affects business
opeftrtions.
5. It involves proactive measures, such as business impact analysis and risk assessments, data protection, and\-iecurity, and reactive counterneasures, such as disaster recovery and restarq*o be invoked in the event of a

7. The goal ofa business continuity solution is to ensure the "information avaifrbility" required to conduct vital
business operations.

Chapter Objective:
This chapter describes the factors that affect information availability. It also explains how to create an effective
BC plan and design fault-tolerant mechanisms to protect against single points offailure.

I 1.1 Information Availability
Informalion availobiliE (A) refers to the ability of the infrastructure to function according to business
expectations during its specified time of operation. Information availability ensurcs that peopli (employees,
customers, suppliers, and partners) can access information whenever they need it. Information availability can
be defined with the help of reliability, accessibility and timeliness.
l. Reliability: This reflects a component's ability to function without failure, under stated conditions, for a

specified amount of time.
2. Accessibility: This is:the sta:te within which the required information is accessible at the right place, to the

. right user. The period of time during which the system is in an accessible state is termed syitem uptime;\- when it is not accessible it is termed syslem downtime.
3. Timeliness: Defines the exact moment or the time window (a particular time of the day, week, month,

and/or year as specified) during which information must be accessible. For example, if oniine access to an
application is requircd between 8:00 am and 10:00 pm each day, any disruptions to data availability outside
of this time slot are not considered to affect timeliness.

Causes of Information Unavailability
Various planned and unplanned incidents result in data unavailability.
l- Plonned outages include installation/ integration/ maintenance of new hardware, software upgrades or

patches, taking backups, application and data restores, facility operations (renovation and construiiion), and
refresh/migration ofthe testing to the production environment.

2. Unplanned oulages inclvde failure caused by database corruption, component failure, and human errors.
Another type of incident that may cause data unavailability is natural or man-made disasters such as flood,
fire, earthquake, and contamination. As illustrated in Figure 1l-1, the majority of outages are planned.
Planned outages are expected and scheduled, but still cause data to be unavailable. Statisti&tty, less than.l
percent is likely to be the result ofan unforeseen disaster.

I

Module - 3: Backup. Archive. and Reolication
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Measuring Information Avaitability
- Information availability relies on the availability ofthe hardware and so

Failure ofthese components might disrupt information availability.
- A failure is the termination ofa component's ability to perform a required on. The component's ability
can be restor€d by performing an extemal corrective action, such as a manual reboo! a repair, or replac€ment of
the failed component(s).
- Repair involves restoring a component to a condition that enables it to perform a required function within a

specified time by using procedures and resources.

- Proactive risk analysis performed as part of the BC planningprocess considers the component failure rate and

average repair time, which are measured by MTBF ad MTTR:
L Mean Time Between Failure (MTBF): It is the average time available for a system or component to

perform its normal operations between failures.
2 Mean Time To Repair (MTTR): It is the average time required to repair a failed component. While

calculating MTTR, it is assumed that the fault responsible for the failure is correctly identified and that the

required spares and personnel are available. Note that a fault is a physical defect at the component level,

which may result in data unavailability. MTTR includes the time required to do the following: detect the

fault, mobilize the maintenariqe team, diagnose the fault, obtain the spar€ parts, repair, tes! and resum'+
normal operations.

IA is the fraction ofa time period that a system is in a condition to perform its intended function upon demand.

It can be expressed in terms ofsystem uptime and downtime and measured as the amount or percentage of
system uptime:

A = slstem uptime / (system uptirne + system downtime)

In terms of MTBF and MTTR, IA could also be expressed as

:. -..: U:MTBF/(MTBF+MTTR)
Uptime per year is based on the exact timeliness requirements ofthe service, this calculation leads to the

number of"9s" representation for availability metrics.

Table I l-1 lists thi approximate amount of downtime allowed for a service to achieve certain levels of9s
availability.

ofa data center.
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T.bt I l-l: Av.ilability Percentage and Allorrablc Downtime

Consequences of Downtime

-,)ata unavailability, or downtime, results in loss of productivity, loss of reyenue, poor financial performance,
-and damages to reputation. Loss of productivity reduces the output per .unit.gQlabor, equipment, and capital.

Loss of revenue includes direct loss, compensatory payments, future f€v_enue losses, billing losses, and
investment losses.

The business impact of downtime is the sum of all losses sustained as a result of a given disruption. An
important metic, average cosl of downlime per hour, provides a key estimate in determining the aipropriate
BC solutions. It is calculated as follows:
Average cost of downtime per hour : average productivity loss per hour f average revenue loss per hour
Where:
Productivity loss per hour = (total salaries and benefits ofall employees per week) / (average number of
working hours per week)
Average revenue loss per hour: (total revenue ofan organization per week) / (average number ofhours per
week that an organization is open for business)
The average downtime cost per hour may also include estimates ofprojected revenue loss due to other
consequences such as damaged reputations and the additional cost ofrepairing the system.

BC Terminolory
This section introduces and defines common terms related to BC operations and are used in the next few

-chapters to explain advanced concepts:
l. Disaster recoveryi This is the coordinated process of restoring systems, data" and the infrastnrcture

required to support key ongoing business operations in the event ofa disaster. It is the process of restoring a
previous copy ofthe data and applying logs or other necessary processes to that copy to bring it to a known
point ofconsistency. Once all recoveries are completed, the data is validated to ensure that it is correct.

2. Diiaster restart: This is the process of restarting business operations with mirrored consistent copies of
data and applications.

3. Rriirvery-Point Objective (RPO): This is the point in time to which systems and data must be recovered
after an outage. It defines the amount of data loss that a business can endure. A large RPO signifies high
tolerance to information loss in a business. Based on the RPO, organizations plan for the minimum
frequency with which a backup or replica must be made. For example, if the RPO is six hours, backups or
replicas must be made at least once in 6 hours. Figure t l-2 shows various RPOs and their corresponding
ideal recovery strategies. An organization can plan for an appropriate BC technology solution on the basis
ofthe RPO it sets. For example:

3
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L RPO of24 hours: This ensures that backups are created on an offsite tape drive every midnight. The

corresponding recovery strategy is to restore data from the set of last backup tapes.

h RPO of I hour: This ships database logs to the remote site every hour. The corresponding recovery strategy

is to recover the database at the point of the last log shipment.

c RPO of zero: This mirrors mission-critical data synchronously to a remote site.

soo.
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o
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Hor.s >

l{,alc >
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Tape B.cku p

Periodic Re plica tao n

Asynchronous Replication

Tape Restore

Dlsk Restore

l{anual M lgration

Global cluster

BC Planning Lifecycle
BC planning must follow a disciplined approach like any other planning process. Organizations today dedicat-
specialized resources to develop and maintain BC plans. From the conc€ptualization to the realization ofthe BC
plan, a lifecycte of activities can be defined for the BC process. The BC planning lifecycle includes five stages

(see Figure I l -3):
l. Establishing objectives
2. Analyzing
3. Designing and developing
4. Implementing
5. Tnrinin$ 6sting, assessing, and maintaining

Dept. of csE,SlET 2018-19

;ilSynchronous Replicatlon

(a) Rccovery-polnt objective (b) Recovery-tlme obrective

Figut e I l-2: Strategies to meet RPO and RTo targets
4. Recovery-Time Objective @TO): The time within which systems, applications, or functions must be

recovered after an outage. It defines the amount of downtime that a business can endure and survive.

Businesses can optimize disaster recovery plans after defining the RTO for a given data center or network.

For example, if the RTO is two hours, then use a disk backup because it enables a faster restore than a tape

backup. However, for an RTO of one week, tape backup will likely meet requirements. Some examples of
RTOs and the recovery strategies to ensure data availability are listed below (refer to Figure I l-2):

a. RTO of72 hours: Restore from backup tapes at a cold site.

b. RTO of 12 hours: Restore from tapes at a hot site.

c. RTO of4 hours: Use a data vault to a hot site

d. RTO of t hour: Cluster production servers with conholler-based disk mirroring.
e. RTO of a few seconds: Cluster production servers with bidirectional mirroring, enabling the applications to

run at both sites simultaneously.

4
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. t t -I: BC planning lifecycle
Several activities are performed at each stage 6fthe BC planning lifecycle, including the following key
activities:
l. Establishing objectives
r Determine BC requirements.
r Estimate the scope and budget to achieve requirements.
I Select a BC team by considering subject matter experts from all areas ofthe business, whether intemal or

external.
r Create BC policies.

2. Analyzing
I Collect information on data profiles, business processes, infrastructure support, dependencies, and frequency

of using business infrastructure.
r Identifo critical business needs and assign recovery priorities.
r Create a risk analysis for critical areas and mitigation strategies.
r Conduct a Business Impact Analysis (BIA).

'-t Create a cost and benefit analysis based on the consequences of data unavailability.
r Evaluate options.

3. Designing and developing
r Define the team sfiucture and assign individual roles and responsibilities. For example, different teams are

formed for activities such as emergency response, damage assessment, and infrastructure and application
recovery.

r Design data protection strategies and develop infrastructure.
r Develop contingency scenarios.
r Develop emergency response procedures.
r Detail recovery and restart procedures.

4, Implementing
r Implement risk management and mitigation procedures that include backup, replication, and management of

resources.
r Prepare the disaster recovery sites that can be utilized ifa disaster affects the primary data center.
r Implement redundancy for every resource in a data center to avoid single points offailure.
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Failure Analysis
Failure analysis involves analyzing the data center to identift systems that are susceptible to a single point of
failure and implementing fault-tolerance mechanisms such as redundancy.

Single Point of Failure
A single point of failure refers to the failure of a component that can terminat€ the ava.ilability of the entire -.
system or IT service. Figure I l-4 illustrates the possibility ofa single point of failure in a system with various

components: server, network, switch, and storage array. The figure tleBictS..a system setup in which an

application running on the server provides an interface to the client and perfg1ms VO operations. The client is

connected to the server through an IP network, the server is connec&d to'(ie storage array through a FC

connection, an HBA installed at the server sends or receiv.e! data to and'fror-n a storage array, and an FC switch

connects the HBA to the storage port.

SToRAGE AREA NETWORKS (15CS754)

5. Training, testing, assessing, and maintaining
I Train the employees who are responsible for backup and replication of business-critical data on a regular

basis or whenever there is a modification in the BC plan'
r Train employees on emergency response procedures when disasters are declared.

r Train the recovery team on recovery procedures based on contingency scenarios.

r Perform damage assessment processes and review recovery plans.

I Test the BC plan regularly to evaluate its performance and identifu its limitations.
r Assess the pirformance reports and identify limitations. ,..

r Update the BC plans and recovery/restart procedures to reflect regular changes within.the

Ethernet Switch FC Switch
Client

Sen er Storage Array

Hgurc I t-r[: Single point of failure

In a setup where each component must function as required to ensure data availability, the failure ofa single

component causes the failure of the entire data center or an application, resulting in disruption of business

operations. In this example, several single points of failure can be identified. The single HBA on the server, the

server itseli the IP network, the FC switch, the storage array ports, or even the storage array could become

potential.single points of failure. To avoid single points of failure, it is essential to implement a fault-tolerant

mechanism.
F ault Tolerance

To mitigate a single point of failure, systems are designed with redundancy, such that the system will fail only if
all the components in the redundancy goup fail. This ensures that the failure of a single component does not

affect data availability. Figure 1l-5 illustrates the fault-tolerant implementation of the system just described

(and shown in Figure I l4).
Data centers follow stringent guidelines to implement fault tolerance. Careful analysis is performed to eliminate

every single point of failure. In the example shown in Figure l1-5, all enhancements in the infrastructure to

mitigate single points of failures are emphasized:
l. Configuration of multiple HBAS to mitigate single HBA failure.

6Dept. of 6E,SlET 2018-19
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2. Configuration of multiple fabrics to account for a switch failure.
3. Configuration of multiple storage array ports to enhance the storage array's availability.
4. RAID configuration to ensure continuous operation in the event of disk failure.
5. Implementing a storage array at a remote site to mitigate local site failure.
6. Implementing server (host) clustering, a fault-tolerance mechanism whereby two or more servers in a cluster
access the same set of volumes. Clustered servers exchange heartbeats to inform each other about their health.
Ifone ofthe servers fails, the other server takes up the complete workload.

dort.!t1.t!!y...

i{..rtbc.t CornECU6
Rrdur.l.nt Arr.yr

Redunaltnt Portt

Storaac Aaray

Radundant Pathr BelnoL srtc

ntaund.nt FC 3wt<h..
Flguro I I -5: lmplementation of fault toleranc€

Multipathing Software
Configuration of multiple paths increases the data availability through path failover. If servers are configured
with one VO path to the data there will be no access to the data if that path fails. Redundant paths eliminate the
path to become single points of failure. Multiple paths to data also improve UO performance through load

sharing and maximize server, storage, and data path utilization.
In practice, merely configuring multiple paths does not serve the purpose. Even with multiple paths, if one path
Qils, VO will not reroute unless the system recogrizes that it has an altemate path. Multipathing software

lprovides the functionality to recognize and utilize altemate I/O path to data. Multipathing software also
manages the load balancing by distributing VOs to all available, active paths.

Business Impact Anatysis
A business impact anolysis (BU) identifies and evaluates financial, operational, and service impacts of a
disruption to essential business processes. Selected functional areas are evaluated to determine resilience of the
infrastructure to suppo( information availability. The BIA process leads to a report detailing the incidents and

their iqpacl _-o1qr business functions. The impact may be specified in terms of money or in terms of time. Based
on thefrteiiiial impacts associated with downtime, businesses can prioritize and implement countermeasures to
mitigate the likelihood of such disruptions. These are detailed in the BC plan.
A BIA includes the following set oftasks:
l. Identiff the key business processes critical to its operation.
2. Determine the attributes ofthe business process in terms ofapplications, databases, and hardware and

software requirements.
3. Estimate the costs offailure for each business process.

4. Calculate the maximum tolerable outage and define RTO and RPO for each business process.
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5. Establish the minimum resources required for the operation ofbusiness processes.

6. Determine recovery strategies and the cost for implementing them.

7. Optimize the backup and business recovery strategy based on business priorities.
8. Analyze the current state ofBC readiness and optimize future BC planning.

BC Technolory Solutions
After analyzing the business impact ofan outage, designing appropriate solutions to recover from a failure is the

next important activity. One or more copies of the original data are maintained using any of dre following
strategies, so t}tat data can be recovered and business operations can be restarted using an altemate copy:
l. Backup and recovery: Backup to tape is the predominant method of ensuring data availability. These days,

low-cost, high-capacity disks are used for backup, which considerably speeds up the backup and recovery
process. The frequency ofbackup is determined based on RPO, RTO, and the frequency ofdata changes.

2 Storage array-based replication (local): Data can be replicated to a separate location within the same

storage array. The replica is used independently for BC operations. Replicas can'rilpg, be used for restoring
operations if data corruption occurs
3, Storage aray-based replication (remote): Data in a storage array can be replicated to another storage array
located at a remote site. Ifthe storage alray is lost due to a disaster, BC operations statt from the remote storage

array.
4 Host-based replication: The application software or the LVM ensures that a copy of the data managed by
them is maintained either locally or at a remote site for recovery purposes.

Chapter 12: Backup and Recovery
A backup is a copy of production datq created and retained for the sole purpose of recovering deleted or comrpted data
With growing business and regulatory demands for data storage, rctention, and availability, organizations are faced with
the task ofbacking up an ever-increasing amount ofdata
Organizations must ensure that the right dara is in the right place at the right time. Evaluating backup technologies,

recovery, and retention requirements for data and applications is an essential step to ensure successful implementation of
the backup and recovery solution. The solution must facilitate easy recovery and retrieval fiom backups and archives as

required by the business.

Backup Purpose
Backups are performed to serve tlree purposes: disaster recovery, operational backup, and archival.

Disaster Recovery
Backups can be performed to address disaster recovery needs. The backup copies are used for restoring data at an altemate

site when the primary site is incapacitated due to a disaster. Based on RPO and RTO requiremans, organiztions use

different backup strategies for disaster recovery. When a tape-based backup method is used as a disaster recovery strates/,

the backup tape media is shipped and stored at an offsite location. These tapes can be rccalled for restoration a1 lhe

disaster recov€ry site.

Operetional Backup
Data in the production environment changes with every business transaction and operalion. Operational baclary is a

backup of dala at a point in time and is used to restore data in the event of data loss or logical comrptions that may occur

aurini ro.r*ire,piocessing. The majority of restore requests in most organizations fall in this category. For example, it is

common ior a user to accidentally delete an important e- mail or for a file to become comrpted, which can be restored

from operaional backup.

Operational backups are created for the active production information by using incremental or differential backup

t""hniqr"r, detailed later in this chapter. An example of an operational backup is a backup performed for a production

database just before a bulk batch update. This ensures the availability of a clean copy of the production database if the

batch update comrpts the production database.

Archival
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Backups are also performed to address archival
archives, traditional backups are still used by s

requirements. Although CAS has emerged as the primary solution for
mall and medium enterprises for long-term preservation of transaction

records, e- mail messages, and other business records required for rcgulatory compliance.
Apart fiom addressing disaster recovery, archival, and operational requirements, backups serve as a protection against
data loss due to physical damage of a storage device, software failures, or virus attacks. Backtrps can also be usled to
protect against accidents such as a deletion or intentional data destruction.

Backup Considerations
The amount of data loss and downtime that a business can endure in terms of RTO and RPO are the primary
considerations in selecting and implementing a specific backup strategr. Another consideration is tlre raention'period,
which defines the duration for which a business needs to retain the backup copies. Some data is retained for years and
some only for a few days. For example, data backed up for archival is retained for a longer period than data backed up for
op€rational recovery.
It is also important to consider the backup media type, based on the retention period and dah.;rccessibitity. Organiztions
must also consider the granularity ofbackups, explained later in this chapter. The developmeii"ofa backup strategr must
include a decision about the most appropriate time for performing a backup in order to minimize any disruption to

:rroduction operations. Similarly, the location and time of the restore operation must be considere4 along with file
characteristics and data compression that influences the backup process.
Locatiorq size, and number of files should also be considered, as they may affect the backup process. Localion is an
important consideration for the data to be backed up. Many organizations have dozens of heterogeneous platforms
supporting complex solutions. Consider a data warehouse environment that rses backup data from many sources. The
backup process must address these sources in terms of transag[B,IEl and content integrity. This process must be
coordinated with all heterogeneous platforms on which the data residei=:. '

File size also influences the backup process. Backing up large+ize files (example: ten I MB files) may use less system
resources than backing up an equal amount of data comprising a large number of small-size files (example: ten thousand I
KB files). The backup and restore operation takes more time when a file system contains many small files.
Like file size, the number of files to be backed up also influences the backup process. For example, in incremental
backup, a file system containing one million files with a l0 percent daily change rate will have to create 100,000 entries in
the backup catalog, which contains the table of contents for the backed up data set and information about the backup
session. This large number ofentries in the file system affecs the performance of the backup and restore process becausl
it takes a long time to search through a file system.
Backup performance also depends on the media used for the backup. The timeronsuming operation of starting and
stopping in a tape-based system affects backup performance, especially while backing up a large number of small files.
Data compression is widely used in backup systems because compression saves space on the media. Many backup

-:vices, 
such as tape drives, have built-in support for hardware-based data compression. To effectively use this, it is

important to understand the characteristics ofthe data

Backup Granularity
Backup granularity depends on business needs and required RTO/RPO. Based on granularity, backups can be categorized
as full, cumulative, and incremental.
Most organizations use a combination ofthese three backup types to meet their backup and recovery requirements. Figure
I 2- I depicts the categories of backup granularity.
I. Full backry is a backup of the complete data on the production volumes at a certain point in time. A full backup copy
is created by copying the data on the production volumes to a secondary storage device.
Synthetic (or consrrucled) rtlll bachtp is another type of backup that is used in implementalions wherc the production
volume resources cannot be exclusively reserved for a backup proc€ss for extended periods to perform a full backup.
It is usually created from the most recent full backup and all the incremental backups performed after that full backup. A
synthetic full backup enables a full backup copy to be created offline without disrupting the UO operation on the
production volume. This also frees up network resources from the backup process, making them available for other
production uses.
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I
Full Backup

Cu.,lulative Dlfterentaal Backu

tncremental BackuP
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,.'i#fr"i?;i;1ff:;fi"[',fiiuil'*v"Jf;["li-r"o ,ince the last tuu or incremen- tal b-ackup, whichever has occuned

more recenfly. fhis is'muih faster (because the volume of data backed up is resticted to changed data), but it takes longer

to restore.
3. Ctonulotive (ot differential) bac*r4p copies the data that has clunged sinc€ the Isst full backrp. This method takes

longer than incremental backup but is faster to restor€.

Restorc operations vary with the granularity ofthe backup'

A full baikup provides a single repository from which data can be easily restored.

The process ofrestoration fr;m an incremental backup requires the last full backup and all the incremental backups

available until the point ofrcstoration.
A restore from a cumulative backup rcquires the last full backup and the most recent cumulative backup.

Restoring from an incremental backup
Figure l2-2 illu$rares an example ofan incremental backup and restoration.

Flles ,., 2, 3
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r
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File 5

fdday

Production
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File 4

Full
Bad<up

tncttrrrentd
Backup

t nc re nra ntal
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U Amount o, d3la bad(up

Figure l2-2: Restoring from an incremental backup
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In this example, a full backup is performed on Monday evening. Each day after that, an incremental backup is performed.
On Tuesday, a new file (File 4 in the figure) is added, and no other files have changed. Consequently, only File 4 is copied
during the incremental backup performed on Tuesday evening. On Wednesday, no new files are added, but File 3 has
been modified. Therefore, only the modified File 3 is copied during the incremental backup on Wednesday evening.
Similarly, the incremental backup on Thursday copies only File 5. On Friday moming fiere is data comrption, which
requires data restoration from the backup. The first step toward data restoration is restoring all data from the full backup
of Monday evening. The next step is applying the incremental backups of Tuesday, Wednesday, and Thursday. In this
manner, data can be successfully restored to its previous state, as it existed on Thursday evening.

Restoring a cumulative backup
Figure l2-3 illustrates an example ofcumulative backup and restoration.

Tsesday Friday

rr E
I

\-, Flhs r,4 3 Fa]e 4 Ftes l, 2, a, 4. 5. 6

Fu!!
Backup

lcrarnra l..t ivc
Backup

Crr.'tu latiYe
BacLrrg

t{ w Production

U Arnount of data backup

Figurc t2-I: Restoring a cumulative backup

In this example, a full backup ofthe business data is taken on Monday evening. Each day after tha! a cumulative backup
is taken. On Tuesday, File 4 is added and no other.lata is modified since the previous full backup of Monday evening
Consequently, the cumulative backup on Tuesday evening copies only File 4. On Wednesday, File 5 is added. The
cumulative backup taking place on Wednesday evening copies both File 4 and File 5 because these files have been added

--rr modified since the last full backup. Similarly, on Thursday, File 6 is added. Therefore, the cumulative backup on
Thursday evening copies all three files: File 4, File 5, and File 6.

On Friday moming data comrption occurs that requires data restoration using backup copies. The first step in restoring
data from a cumuldiye backup is restoring all data from the full backup of Monday evening. The next step is to apply
only the latest cumulative backup - Thursday evening.

Recovery Considerations
RPO and RTO are major considerations when planning a backup strates/. RPO defines the tolerable limit of daa loss for
a busirrss and Slecifies the time interval between two backups. In other words, the RPO determines backup frequency.
For example, ifapplication A requires an RPO ofone day, it would need the data to be backed up at least once every day.
The retention period for a backup is also derived fiom an RPO specified for operational recovery. For examplg users of
application 'A" may request to restore th€ application data from its operational backup copy, which was created a month
ago. This determines the retention period for the backup. The RPO for application A can thereforc range from one day to
one month based on operational recovery needs. However, the organization may choose to retain the backup for a longer
period of time because of intemal policies or extemal factors, such as regulatory directives.
If short retention periods are specified for backups, it may not be possible to recover all the data needed for the requested
recovery point, as some data may be older than the retention period. lrng retention periods can be defined for all backups,
making it possible to meet any RPO within the defined retention periods. Horveveq this requires a large storage space,
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restore requests in the past and the allocated budget.

RTO relates to the time taken by the recovery process- To meet the defined RTO, the business may ch@se to use a

combination of different backup iolutions to minimiu recovery time. In a backup environment, RTO influences the type

of backup media that should Le used. For example, recovery from data streams multiplexed in tape takes longer to

which translates into higher cost. Therefore, it is important to define the retention period based on an analysis of all the

complete than rccovery from tapes with no multiplexing.
Organizatiors perform more full backups than they actually need because of recoverY

incremental backups depend on a previous full backup. When restoring from tape medi4 several tapes to

recover the system. With a full backup, recovery can be achieved with a lower RTO and fewer tapes.

and
tully

Backup Methods
Hot backuf,and cold backup are the two methods deployed for backup. They are based on the state of thQgtplication

when the backup is performed.
ln a hot bachry,the application is up and running with users accessing their data durin$.&e backup process. lnt cold

bachtp, the applicaion is not active during thc backup process.

fhe baikup oi online production data tr'icomes more-challenging because data is actively being used and changed..An 
^open file is locked by tie operating system and is not copied during the backup process until the user closes it. The backup

application can baci up open files by retrying the operation on files that were gpened eadier in the backup proc€ss.

During the backup process, it may be possible that files opened earlier will be closed and a retry will besuccessful.
'Ihe rn'aximum number of retries carbe configured depending on the lrackup application. However, this method is not

considered robust because in some environments certain files are ahvays open' .

ln such situaticns, the backup application provides open Jile age4{:'. These agents interact directly with the operating

system and enable the creation oiconsistent copies of open files. In'srjiiie,eiivironments, the use of open file agents is not

e'nough. For example. a database is compose<! ofmany files of varying sizes, occupying several file systems. To ensure a

consilstent databas; backup, all files need to be backed up in the sante state. That does not necessarily mean that all files

need to be backed up at iite same time, but they all must be synchrorized so that the database can be restored with

consisiency.
Consisteni backups of databases can also be done by using a cold bacl:up. This requires the database to remain inactive

during the backuo. Of course, the disadvantage of a cold backup is that the database is inaccessible to rsers during the

backup process.

Uot baclup is used in situations where it is not possible to shut down the database. This is facilitated by database backup

agenls thai can perform a backup while the database is active. The disadvantage associated with a hot backup is that the

agenls usually affect overall application performance.

i poinr-in+ime 1p1f copy miihod is Ceployed in environments where the impact of downtime from a cold backup or the

p.,'rfo..rn". rezuhing from a hot backup is unacceptable. A pointer-based PIT copy consumes only a fraction of the^
storage space and caibe created very quiikly. A pointer-based PIT copy is implemented in a disk-based solution whercby

a ,irtlual itlN is created and holds pointers to thc data stored on 'Jre production LUN or save location. [n this method of
backup, rhe database is stopped or frozen mcmenlarily rvhile the PIT copy is created. The PIT copy is then mounted on a

,""ondrry server and the backup occurs on the primary server. This technique is detailed in Chapter 13. To ensure

"cnsistency, 
it is not enough to back up only production data for recovery. Certain attributes and propertles attached to a

file, such as permissions. iwner, anct other mitadat4 also need to be backed up. These attributes are as important as the

data itselfani mtat be backed up for consistency. Backup of boot sector and partition layout information is also critical

for successfu! recovery.
l.r a disaster iicovery environm ent bare-melal recovery @MR) refers to a backup in which all metadat4 system

information, and application configuratiors are appropriately backed up for a full system recovery. BMR builds the base

,uri"*, *f.,i"f, inciLiaes partitioni,ig, tn" nt" ry.i"* iuvort, the operating system, the applications. and all the relevant

"onfigu"ations. 
BMR recovers the 

-ba-se 
system frnt" before starting the recovery of data files. Some BMR technologies

aan recoyer a- sel"rer onto dissimilar hardware.

ilackup Process
A backup i-rrt"* *"" client/server architectuic rvith a backup server and multiple backup clients. The backup server

managei'the backup operations and ntaintairs ihe backup catalog, which contains information aborrt the backup process
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FlgarrG l2-a: Backup architecture and process 
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The storage node is responsible for writing data to the backup device (in a backup environment, a storage node is a host
that controls backup devices). Typically, the storage node is integrated with the backup server and both arc hosted on the
same physical platform. A backup device is attached directly to the storage node's host platform. Some backup
architecture refers to the storage node as the rnedia server because it connects to the storage device. Storage nodes play an
important role in backup planning because they can be used to consolidate backup servers.
The backup process is based on the policies defined on the backup server, such as the time of day or completion of an
event. The backup server then initiates the process by sending a request to a backup client (backups can also be initiated
by a client). This request instructs the backup client to send its metadata to the backup server, and the data to be backed up
to the appropriate storage node. On receiving this request, the backup client sends the metadata to the backup server. The
backup server writes this metadata on its metadata catalog.
The backup client also sends the data to the storage node, and the storage node writes the data to the storage device.

:-After all the data is backed up, the storage node closes the connection to the backup device. The backup server writes
backup completion status to the metadala catalog.

Backup and Restore Operations
When a backgp process is initiate4 significant network communication takes place between the different components ofa
backup infrastnicture. The backup server initiates the backup process for different clients based on the backup schedule

configurcd for them. For example, the backup process for a group of clients may be scheduled to start at 3:00 am every
day.
The backup server coordinates the backup process with all the components in a backup configuration (see Figure 12-5),
The backup server maintains the information about backup clients to be contacted and storage nodes to be used in a
backup operation. The backup server retrieves the backuprelated information from the backup catalog and, based on this
information, instructs the storage node to load the appropriate backup media into the backup devices. Simultaneously, it
instructs the backup clients to start scanning the dat4 package it and send it over the network to the assigned storage
node. The storage node, in turrL sends metadata to the backup server to keep it updated about the media being used in the
backup process. The backup server continuously updates the backup catalog with this information.
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and backup metadata- The backup server depends on backup clients to gather the data to be backed up. The backup clients
can be local to the server or they can reside on another server, presumably to back up the data visible to that server. The
backup server receives backup metadata from the backup clients to perform its activities.
Figure l2-4 illustrates the backup process.
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Figure l2-5: Backup operation

After the .l,ta is backed up, it can be restored when required. A restore
software has a separate application for restore operations. These
adm in istrators.
Figure l2-6 depics a restorc pr@ess.
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FlguB 12-6: Redore operation

Upon receiving a restorc rcquest, an administrator opens the rcstore application to view the list of clients that have been
backed rp. While seleaing the client for which a restore rcquest has been madq the administrator also needs to identi$
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the client that will receive the restored data Data can be restored on the same client for whom the restore request has been
made or on any other clienl
The administrator then selects the data to be restored and the specified point in time to which the data has to be restored
based on the RPO. Note that because all ofthis information comes from the backup catalog, the restore application must
also communicate to the backup server.
The administrator first selects the data to be restored and initiates the restore process. The backup server, using the
appropriate storage node, then identifies the backup media that needs to be mounted on the backup devices. Data is then
read and sent to the client that has been identified to receive the restored data-

=. 
a= '=Backup Topologies

Three basic topologies are used in a backup environment: direct attached backup, LAN based backup,'&d SAN basdd

backup. A mixed topolory is also used by combining LAN based and SAN based topologies.
l.ln 

^ 
dircdafrached backrq, a backup device is attached directly to the clienL Only the metadata is sent to the backup

server through the LAN. This configuration frees the LAN from backup traffic. The example shown in Figure 12-7
depics use ofa backup device that is not shared. As the environment grows, however, there will be a need for central
management ofall backup devices and to share the resources to optimize costs.

Metadata Data

Backup server Appllcation server Backup Devlce
and Backup cllent
and Storage Node

FlgEre I2-7: Direct-attadred backup topology

2.ln L4N-boed backr4p, all servers are connected to the LAN and all storage devices are directly attached to the storage

node (see Figure l2-8). The data to be backed up is transfened from the backup client (sorrce), to the backup device
(destinration) over the LAN, which may affect network performance. Streaming across the LAN also affects network
performance of all systerns cmnected to the same segrnent as the backup server. Networt resourc€s are severely

.-:onstrained 
when multiple:clients acqgss and share the same tape library unit(TllD.

LAN
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9lru.. t2-a: LAN-b.t€d b.trluo toDoloav
3. The SAN-based 6Zc*zp is also known as the L4-M-y'e e bachtp. Figure I 2-9 illustrates a SAN-based backup. The SAN-
based backup topolory is the most appropriate solution when a backup device needs to be shared among the clients. In
this case the backup device and clients arc attached to the SAN.
ln this example, cliens read the data from the mail servers in the SAN and write to the SAN attached backup device. The

backup data traffic is restricted to the SAN, and backup metadata is trarBported over the LAN. However, the volurne of
metadata is insignificant when compared to productiorr'data LAN performance is not degraded in this configuration.
4. The mixed topologt uses both the LAN-based andrSAN-based topologies, as shown in Figure 12-10. This topologr
might be implemented for several reasons, including cost, serer locatioq reduction in administrative overhead and

performance considerations.

Backup
Server

Flturt tr-to: Mixed backup topology
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12.8.1 Serverless Backup
Serverless backup is a LAN-free backup methodologr that does not involve a backup server to copy data The copy may
be created by a network-attached controller, utilizing a SCSI extended copy or an appliance within the SAN. These
backups are called serverless because they use SAN resources instead of host resources to transport backup data from is
source to the backup device, reducing the impact on the application server.

Backup in NAS Environments
The use of NAS heads imposes a new set of considerations on the backup and recovery strates/ in NAS eDviroments.
NAS heads use a proprietary operating system and file system sructure supporting multiple file-sharing protocols.
In the NAS environmen! backups can be implemented in four different ways: Server basd Serverlesg Network Data
Management Protocol (NDMP) in either NDMP 2-way and NDMP 3-way.
l. ln applicolion semerbased backup, the NAS head retrieves data from storage over the network and transf€rs it to the
backup client running on the application server. The backup client sends this data to a stcira€p node, which in tum wdtes
the data to the backup device. This results in overloading the network with the backup diQand the use of production
(application) server resources to move backup data. Figure l2-l I illustrates server-based backuf in the NAS environment.

\-, Stot?ge ArraY

Application Scrver
and Bad(up Cllent

Backup Device

MetadataI

Backup Setrer
and Storage Node

Flgure l2-t l: Server-based backup in NAS environment

2.U s*rftttts Inck4p, the network share is mounted directly on the storage node. This avoids overloading the network
during the backup process and eliminates the need to use resourc€s on the production server. Figure 12-12 illustrates
serverless bactup in the NAS environment In this scenario, the storage node, which is also a backup clien! rcads the data
from the NAS head and writes it to the backup device without involving the application server. Comparcd to the previous
solutioq this eliminates one networt hop.

SANLAN

NAS Head H
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fEurc 12-12: Seryedess backup in NAS environment

3. In NDMP, backup data is sent direclly from the NAS head to the brckup device, while metadata is sent to the backup
server. Figure 12-13 illustrates backup in the NAS environment rsing NDMP 2-way. In this model, network traffic is
minimized by isolating data movement from the NAS head to the locally attached tape library. Only metadata is
transported on the network. This backup solution meets the strategic need to centrally manage and control distributed data
while minimizing network traffic.

Stg..gG A.rtY

Appllcrtlon Scrvcr
.lid B.ckup cllent

,raAS Haad

iaatrdrt.
J

Bsckttp Servet
fa8lrrc l2'll: NDMP 2-way in NAS environment

4. ln at NDMP 3-rcy file system, data is not transfened over the public network. A separate private backup network
must be established between all NAS heads and the "backup" NAS head to prevent any data transfer on the public
network in order to avoid any congestion or affect production operations. Metadata and NDMP contol data is still
transferrcd across the public network. Figure I 2- I 4 depicts NDMP 3-way backup.

E
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Backup Technologies
A wide range of technologr solutions are currently available for backup. Tapes and disks are the two most commonly
used backup media- The tape technolory has matrurd to scale to enJerprise demands, whereas backup to disk is emerging
as a viable option with the availability of low-cost disk. Virtual 

.tape 
libraries use disks as backup medium emulating

tapes, providing enhanced backup and recovery capabilities.
Backup to Tape

Tapes, a low-cost technolory, are used extensively for backup. Tape drives are used to re3d/write data from/to a tape
cartridge- Tape drives are referred to as sequential, or linear, access devices because the.lFta is written or read
sequentially.
Tape Motmting is the process of irserting a tape cartridge into a tape drive. The tape drive has motorized controls to move

, he magnetic tape around enabting the head to read or write data-

-Several types of tape cartridges are available. They vary in size, capacity, shape, number of reels, density, tape length,
tape thickness, tape facks, and supported speed. Today, a tape cartridge is composed of a magnetic tap€ with single or
dual reels in a plastic enclosure.

Physical Tape Library
The physical rape library provides housing and power for a number oftape drives and tape cartridges, along with a robotic
arm or picker mechanism. The backup software has intelligence to manage the robotic arm and entirc backup process.

Tape drives real xf, write data from and to a tape. Tape cartridges ue placed in the s/ors when not in use by a tape drive.
Robotic arms are used to move tapes around the library, such as moving a tape drive into a slot. Another type of slot
calld a mail u import/etport s/ot is used to add or remove tapes fiom the library without opening the access doors (refer
to Figure 12-15 Front View) because opening the access doors causes a library to go offline. In additiog each physical
component in a tape library has an individual element address lhat is used as an addressing mechanism for moving tapes
around the library.

I

Dept. of csE,slET 2018-19 19

v

I

II
fit{t+d



SToRAGE AREA NETWORKS (10C5765)

iOaavoa

Carlrid0.s

lnrporu
Etporl
Ma ilbor

Linenr
Robolics
Syslcm

Syst.ntr
Class Msio Cantrollel

Mnna0snraot Unil

Front Viau 8rd Yiar
Flgun t2-15: Physical tape library

Tape drive streaming or mukiple steaming wdtes data from m.u!!ple strearns on a single tape to keep the &ive busy.
Shown in Figure 12-16, multiple streaming improves media perfonnarpd, but it has an associated disadvantage. The
backup data is interleaved because data from multiple streams is writtei on it. Consequently, the data recovery time is
incrcased.

Data from
Stream 1

Y
Data from
Stream 2 Data from

Stream 3

Flglrre t2-16: Multiple streams on tape media
Limitations of Tape
Tapes are primarily used for long-term offsite storage because of their low cost. Tapes must be stored in locations with a
controlled environment to ensrre preservation of the media and prevent data corruptioL Data access in a tape is
sequential, which can slow backup and recovery operations. Physical transportation of the tapes to offsite locations also
adds management overhead.

Backup to Disk
Disks have now replaced tapes as the primary device for storing backup data because of their performance advantages.
Backupto{isk systems offer ease of implementation, reduced cos! and improved quallty of service. Apart fiom
performance benefis in terms ofdata transfer rates, disks also offer faster recovery when compared to tapes.
Backing up to disk storage systems offers clear advantages due to their inherent random access and RAlD-protection
capabilities. In most backup environments, backup to disk is used as a staging area where the data is copied temporarily
before transferring or staging it to tapes later. This enhances backup performance. Some backup products allow for
backup images to remain on the disk for a period of time even after they have been staged. This enables a much faster
restore.

Virtual Tape Library
A virtual tape library (WL) lw:s the same components as that of a physical tape library except that the majority of the
components are presented as virtual resources. For backup software, thoe is no difference between a physical tape library
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and a vimtal tape library. Figure 12-18 shows a virtual tape library, Virtual tape libraries use disks as backup media-
Emulation software has a database with a list of vim.ral tapes, and each virtual tape is assigned a portion ofa LUN on the
disk. A virtual tape can span multiple LUNs ifrequired.
Similar to a physical tape library, a robot mount is performed when a backup process starts in a virtual tape library.
However, unlike a physical tape library, where this process involves some mechanical delays, in a virtual tape library it is
almost instantaneous. Eventhe load to reaa!, time is much less than in a physical tape library.

Backup S€rvelr
and litorage l{odei

FC SAN

I.AN

BEckup Cllent

f:ar.r- !2-1f,. V;rl,rnl lan.. lih.t.v
After the virtual tape is mounted and the tape drive is positione4'the virtual tape is ready to be used and backup data can
be wricen to it. Unlike a physical tape library, the virttQl tape library is not constrained by the shoe shining efFect. [n most
cases, data is written to the virtual tape immediately. When the opoation is complete, the backup software issues a rewind
command and then the tape can be unmounted. This rewind is also instantaneous. The virtual tape is then unmounted and
the virtual robotic arm is instructed to move it back to a virtual sloL

Advantages
Using virtual tape offers several advantages over both physical tapes and disk. Compared to physical tape, vfitual tape
offers better single sream performance, better reliability, and random disk access characteristics. Backup and restore
operations are sequential by nature, but they benefit from the disk's random access characteristics because they are always

.,,-^rnline and ready to be used, improving backup and recovery times. Virtual tape does not require the usual maintenanc€
tasks associated with a physical tape drive, such as periodic cleaning and drive calibration. Compared to backuptodisk
devices, virtual tapes offer easy installation and administration and inherent offsite capabilities. In addition, virtual tapes

do not require any additional modules or changes on the backup software.
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Module - 5:

Securing and Managing Storage Infrastructure

D Domains of storage security along with covering security

) Security threats, and countermeasures in various domains Security solutions for FC-SAN

> IP-SAN and NAS environments, Security in virtualized

) Virtual environments, [nformation lifecycle management (ILM)

D Storage tiering

) Cloud service management activities
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Module - 5:

Securing and Managing Storage Infrastructure

I lnformation SecuritY Framework

The basic infomration security framework is built to achieve four security goals: confi dentiality' integrity' and

availability (cIA), along with accormtability. This framework incorporates all security standards' procedures' and

controls, required to mitigate threats in the storage infrastructue environment'

>> confidentiality: Provides the required secrecy of information and ensures that only authorized users have

access to data This requires authentication of users who need to access information' Data in transit (data

taosmitted over cables) and data at rest (dara residing on a primary storage, backup media, or in the archives

can be encrypted to maintain its confidentiality. In addition to restricting unauthorized users from accessing

information, confidentiality also requires imFlementing traffic flow protection measures as part of the

security protocol. These protection measnrres generally include hiding source and destination addresses'

@uency of data being sen! and amount of dala sent

F Integrity: Ensures that the information is unaltered. Ensuring integrity requires detection of and protection

agains unauthorized alteration or deletiol of information. Ensuring integrity stipulates measures such as

error detection and correction for both data and systems'

) Availability: This ensures that authorized users have reliable and timely access to systems' data, and

applicationsresidingonthesesystems'Availabilityrequiresprotectionagainstrrnauthorizeddeletionofdata

and denial ofservice (discussed in secti or"14.2.2 Threats'). A'ailability also implies that suffi cient

resources are available to provide a service'

} Accountability senice: Refers to accounting for all the events :nd operations that take place in the data

center infrastructure. The accountability service maintains a log of events that can be audited or traced later

for the PurPose of securitY'

2 Storage SecuritY Domains

storage devices coonected to a natwolk raise the risk level and are rnore exposed to security threats via networkt

However, with increasing use of networkingin storage environments, si )tage devices ale becoming highly exposed t'

security threats from a variety of sources. Specifi c controls must b: 'mplemented to secure a storage networkin

environment. This requires a closer look at storage networking securit" and a clear understanding of the access path

leading to storage resouroes. If a particular path is unauthorized anr! :reeds to be prohibited by technical controll



ensure that these controls are not compromised. If each component within the storage network is considered

potential access point, the attack surface of all these access poins must be analyzed to identifo the

associated vulnerabilities. To identiff the reats that apply to a storage network, access paths to data storage can

categorized into three security domains: application access, managemenl access, and backup, replicotion,

orchive. Figure l4-l depics the three security domains ofa storage system environment. The fi rst security d

involves application access to the stored data through the storage network. The second security domain incl

management access to storage and interconnect devices and to the data residing on those devices.

This domain is primarily accessed by storage administrators who confi gure and manage the environment. The thfud

domain consists of backup, replication, and archive access. Along with the access points in this domain, the backup

media also needs to be secured To secure the storage networking environmeo! identifr the existing threats within
each of the security domains and classif the threats based on the type of security services - availability, confi
dentiality, integnty, and accountability. The next step is to select and implement various controls as countemeasues

to the threats I
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The application access domain may include only those applicatiorx that access the data through the fi le system or a
database interface.An important step to secure the application access domain is to identifu th6 threats in the envir
orunent and appropriate controls that should be applied. Irnplementing physical security is alsdan important
consideration to prevent media theft. Figure l4-2 shows application access in a storage networking environment. Ho

A can access all Vl volumes; host B can access all V2 volumes. These volumes are classifi ed accordfurg to the
level, such as confi dential, restricted and public. Some of&e possible threats in this scenario could be host A spoo

ng the identity or elevating to the privileges ofhost B to gain access to host B's resources. Another threat could
that an unauthorized host gains access to the network; the attacker on this host may try to spoofthe identity of ano
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compromise security. These threats can pose several serious challenges to the network security; therefore' they

to be addressed.
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Accesscontrolservicesregulateuseraccesstodata.Theseservicesmitigatethetlrreatsofspoofinshostidentitvanl

elevating host privileges. Both these threats affect data integrity and confi dentiality' Access conEol mechamsms use-q

in the application access domain are user and host authentication (tschni':al control) and authorization (administrative

control). These mechanisms may lie outside the boundaries of the storage network and require vadous systems to

interconnect with other enterprise identity management and authentication systems' for example' sVstems that nrovid{

strongauthenticationandauthorizationtosecureuseridentitiesagainstspoofing'NASdevicessupportthe"l"::jl

access control /isrs that regulate user access to specifi c fi les. The Enterprise content Management appllcanol

enforces access to data by using Information Rights Management (IRlvI) that specifi es which users have what righl 
'

to a document. Resuicting access at the host level starts with authenticating a node when it tries to cormect to E

network.Differentstoragenetworkingtechnologies'suchasiSCSI'FC'andIP-based"oY'*:]*:i
authentication mechanisms, such as Challenge-Handshake Authentication Protocol (CHAP)' Fibre Channet 

:*'"tl
protocol (FC-SP), and IPSec, respectively, to authenticate host access' After a host has been authenticated' the ne4

v2 v2 v2 v2

Yl Y1 Vl Yt

vl vl vl vl

a=
ldltEI

I



step is to sPeci! securitY controls for the storage resources' such as ports' volumes, or storage pools' that the host

authorized to access' Zoning is a control mechanism on the switches that segmens the network into specifi c paths

be used for data traffrc; LW masking determines which hosts can access which storage devices' Some devi

suppo( maPPing of a host 's WWN to a particular FC port and from there to a particular LUN' This binding of

WWN to a PhYsical port ls the most secure. Finally, it is important to ensue that administrative controls' such

need security policies and standards' are implemented. Regular auditing is required

administrative controls' This is enabled by logging sigrificant events on all participating devices' Event logs sho

also be protected from unauthoized access because they may fail to achieve their goals if the logged content t

exposed to unauthorized modifications by an attacker
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Secu rity lmplementations i n Storage Networki ng

FC SAN

TraditionalFCSANsenjoyaninherentsecudtyadvantageoverlP-basednetworks.AnFCsANisconfiguredasa

isolated private environment with fewer nodes than an Ip network. consequently, FC SANs impose fewer securit

threats. However, this scenario has changed with converged networks and storage consolidation' driving rapid growt
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t

and necessitating designs for large, complex SANs that span multiple sites across the enterprise. T"d"y, *.i"gll
.comprehensive security solution is available for FC SANs. Many FC SAN security mechanisms have evolved fronl

their counterpart in Ip networking, thereby bringing in matured security solutions. Fibre Channel Security Protoco:l

(FC-SP) standards (Tl l standards), published in 2006, align security mechanisms and algorithms between If and ftl

interconnects. These standards describe protocols 16 imPlement security measures in a FC fabric' among fabrit

elements and N ports within the fabric. They also include guidelines for authenticating FC entities, setting up sessiof

keys, negotiating the parameters required to ensure frame-by-frame integrity and confi dentiality, and establi

and distributing policies across an FC fabric.

FC SAN SecuritY Architeclure

Storage networking environments are a potential target for unauthorized access, theft, and misuse because of

vastness and complexity of these environments. Therefore, security strategies are based on the defense in

concept, which recommends multiple integrated layers of security. This ensures that the failure of one

control will not compromise the assets under protection. Figure l4-5 illustrates various levels (zones) of a

networking environment that must be secured and the security measures that can be deployed. FC sANs not onl

sufler from certain risks and vulnerabilities that are unique, but also share common security problems associated wi

physical security and remote administrativc access' In addition to implementing SAN-specifi c security

organizations must simultaneously leverage other security implementations in the enterprise. Table l4-1 provides

comprehensive list of protection strategies that must be implemented in various security zones. Some of the secun

mechanisms listed in Table 14-l are not specifi c to SAN but are commonly used data center techniques' F

example, two-factor authentication is implemented widely; in a simple implementation it requires the use of

usemame/password and an additional security component such as a smart card for authentication'

securl
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Bosic SAN Security Mechanisms

LUN masking and 26ning, switch-wide and fabric-wide access controt, RBAC, and logical partitioning of a fabric

(Virtual SAN) are the most commonly used SAN security methods'
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LW Mosking and Zontng

LUN masking 6a( Tsning are the basic SAN security trxgshanisms used to protect against unauthorized access t

storage. LUN masking and zoning are detailed in chapter 4 and chapter 5, respectively' The

implementations ofLLN masking on storage arrays mask the LUNS presented to a frontend storage port based on

wwPNs of the source HBAS. A stronger variant of LUN masking may sometimes be offered whereby masking

.rbe done on the basis of source FC addresses. It offers a mechanism to lock down the FC address ofa given node

to its wwN. wwPN zoning lsthe preferred choice in security-conscious environments'

Securing Swikh Ports

Apart from zoning and LUN masking, additional security mechanisms, such as port binding' port lockdown'

lockout, and Persistent Poft disable,canbeimplementedonswitchports.Por,bindinglimitsthenumberofdevice

that can attach to a Particular switch port and allows only the corresponding switch port to connect to a node

fabric access. Port binding mitigates but does not eliminate wwPN spoofi ng' Port lockdown and port lockout rc

a switch port's tYPe ofinitialization.Typicalvariantsofportlockoutensurethattheswitchportcannotfunctionas

E Port and cannot beusedtocreateanlsl.,suchasarogueswitch.somevariantsensurethattheportrole

restricted to onlY FL-Port, F Port, E-Port, or a combination of these' Persistent port disable prcvents a switch

from being enabled even after a switch reboot Srvircfi -llide and Fabric-Wide Access Controt As organizations

their SANs locallY or over 1onger distances, there is a gleater need to effectively manage SAN security' N

1 security can be confi gured on the FC switch by using access control lists (ACLs) and on the fabric by using fabri

binding. ACLs incorPorate the device connection control and switch connection control policies' The devi

connection control policy specifi es which HBAs and storage ports can be a part of the fabric,

unauthorized devices from accessing it' Similarly' the switch connection control policy specifi es which switches are

allowed to be Part ofthefabric,preventingunauthorizedswitchesfromjoiningil.Fabricbindtngprevefis

unauthorized switch fromjoininganyexistingswitchinthefabric.Itensuresthatauthorizedmembershipdata

on every switch and any attempt to connect any suritch in the fabric by using an ISL causes the fabric to se

Role-based access control ProvidesadditionalsecuritytoaSANbypreventingunauthorizedactivityonthefabric
fc

management operations. It enables the security adminisrator to assign ioles to users that explicitly speciff pri

"::X
or access rights after logging into the fabric' For example' the zone admin role can modifr the zones on the

whereas a basic user may view only fabricrelated informatiog such as port types and logged-in nodes'

Logical Panilioning ol a Fabric: Vinual SAIY

VSANs enable the creation of multiple logical SANs over a common physical SAN' They provide the capability

l
I
i
I
I

build larger consolidated fabrics and still main
--in the required security and isolation between them depicts I



*VSANs by populating each of them with swr

partitioning in a VSAN' The SAN administrator can create distinct

10 and 20 - for the Engineering and

ports. In the examPle, the switch po(s are distributed over two VSANs:

divisions, resPectively' Although they share physical switching gear with other divisions, theY caq be

individuallY as s@ndalone fabrics. Zoning should be done for each VSAN to secure the entire PhYsical SAN'

managed VSAN can have onlY one active zone set at a time' VSANs minimize the imPact of fabricwide disruPti

events because management and control trafft c on the SAN - which may include RSCNs, zone set activatio

events, and more - does not mverse VSAN boundaries' Therefore' VSANs are a cost-effective altemative

building isolated physical fabrics' They contribute to information availability and security by isolating fabric

and providing authorization control within a single fabric

NAS
vlnlses, worms, unauthorized access, snooPm& and data

Various security mechanisms are implemented in NAS to secure data and the storage networking

Permissions antl ACLs form the first level of protection to NAS resources by restricting accessibility and

These permissions are deployed over and above the default behaviors and attributes associated with fi les and fol

In additioru various other authentication and authorization mechanisms, such as Kerberos and directory servrces'

1mplemented to verifi the identity of network users and defi ne their privileges' Similarly' fi rewalls protect

storage infrastructure from unauthorized access and malicious attacks

AI

NAS is open to multiple exploits' including

t,
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NAS File Sharing: lYindows ACLs

Windows suPPorts two t,?es of ACLs: discretionary access confiol /isls (DACLs) arrd system access control lis

(SACLs). The DACL, commonlY referre.d to as the ACL, that determines access control' The SACL determines

accesses need to be audited if auditing is enabled. In addition to these ACLs, Windows also supports the concept o

5

Hosts
H osts

object ownershiP. The owner of an object has hard-coded rights to that object, and these rights do not need to

explicitly granted in the SACL. The owner, SACL, and DACL are all statically held as attributes of each

Windows also offers the functionality to inherit permissions, which allows the child objects existing within a

object to automatically inherit the ACLs of the parent object'

ACIs are also applied to dir€ctory objects known as security identifi ers (sIDs)' These are automatically

byaWindowsservelordomainuihenarrserorgroupiscreate4andtheyareabstractedfromtheuser.In

though a user may identiry his login ID as "Userl," it is simply a textr:al representation of the true SID' whi

this wa

i

!
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Ex

'ng svstem' lntemal processes in windows refer to an account's SID rather ,* -l
I group name while granting access to an object. ACLs are set by using the standard wioaourt

,"r":#r"xr#withclr 
commandsorotherrhird-partvtoors. 

INAS t

access permlssl ons' The fi rst bit denotes read (r) access, the second bit denotes write (w) access, and the third
denotes execute (x) access' Because UNIX defi nes three ownership relations (owner, Group, and All), a triplet (
nlng the access pelmtsslon) is required for each ownership relationship, resulting in nine bits. Each bit can be ei
set or clear. When displayed, a set bit is marked by its corresponding operation letter (r, w, or x;, a clear bit is
by a rlash (-), and all are put in a row, such as rwxr-xr-x. In this example, the owner can do anything with the fi le,
group owrters and the rest of the world can read or execute only. When displayed, a character denoting the mode
the fi le may precede this nine-bi t pattem. For example, if the fi le is a directory, it is denoted as ,.d,,; and if it is
link, it is denoted as "1."

NAS File Sharing: Authentication and Aurhorkation

[n a Ii le-sharing environment, NAS devices use standard fi le-sharing protocols, NFS and CIFS. The
tuthentication and authorization are implemented and supported on NAS devices in the same way as in a uNIX
windows fi lesharing environment. Authentication requires verifring the identity of a network user and there
involves a login credential lookup on a Network Information System (NIS) server in a uNIX environment. Similarl,
r windows client is authenticated by a windows domain contro.ller that houses the Active Directory. The Activq
)irectory uses LDAP to access information about network objects in the directory and Kerberos for network.""r;J
tAS devices use the same authentication techniques to validate network user credentials. Figure l4-7 a"pi.t, tfrf
luthentication process in a NAS environment. Authorization defi nes user privileges in a network. *" *".nr.rtl

I

For the UND( operating system, a zser is an abstraction that denotes a logical entity for assignment
operation privileges for the system. A user can be either a person or a system operation. A UNIX system is
aware ofthe privileges ofthe user to perfomr specifi c operations on the system and
identifi es each user by a user ID (UID) and a usenulme, regardless of whether it is a person, a system operation,
device. In UND(, users ian be organized into one or more groups. The concept of group serves the pgrpose to
sets of privileges for a given resource and sharing them among many users that need them. For example, a
people working on one project may need the same permissions for a set of fi les. UND( permissions

gloup

operations tliat can be performed by any ownership reration with respect to a fi re. In simpler terms, these

speciff

specifr what the owner can do, what the owner group can do, and what everyone else can do with the fi le. For
given ownership relation, three bits are used to specifi

or

()n



stored in the KDC database are known a.s principals.ln a NAS environment, i(erberos is primarily used

authenticating agalnst a Microsoft Active Directory domaiq although it can be used to execute

security firnctions in llNX environments. The Kerberos authentication process shown in Figure 14-

t"'
udes

followlng steps:

1. The user logs on to the workstationintheActiveDirectorydomain(orforest)usinganlDandapassword.

client comPuts sends a request to the AS running on the KDC for a Kerberos ticket' The KDC verifi es the user

login information from Active Directory . (Ihis step is oot explicitly shown in Figure l+S') f'

2. The KDC responds with an encrypted Ticket Granting Ticket (TGT) and an encrypted sesslon key. TGT has

. limited validity period' TGT can be decrypted only by the KDC, and the client can decrypt only'the sesslPn key.

3. When the client requests a service from a server, it sends a reques! consisting of the previously gdrierated TG

encrypted with the sessl0n key and the resource information to the KDC' 4' The I(DC checks the perrnlsslons

Active Directory and ensures that the user is authorized to use that service'

server hosting the servlce.

.r&tt.s.TheKDCretumsaservicetickettotheclient.Thisservic€ticketcontains
fi elds addressed tq the and to

6. The client then sends the service ticket to the server that houses the required resources'

7. The server, in this case the NAS device, decryps the server portion of the ticket and stores the informati on ln

keytab fi le. As long as the client's Kerberos ticket is vali( ttris authorization process does not need to be

{ht" ,"*", uoio-uticallY allows the client to access the appropriate resources

ID to the client, which tracks the cli

8. A client-server session is now established' The server rctums a sesslon

activity, such as fi le locking, as long as the session is active'

xDC

windorrs
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techniques for LINIX users and Windows users are quite different. UNIX fr les use mode bits to defi ne access

granted to owne6, groups, and other users, whereas Windows uses an ACL to allow or deny specifi c rights to

particular user for a particular fi le. Although NAS devices support both of these methodologies for UNIX

Windows users, complexities arise when UNIX and Windows u;ers access and share the same data. If the N

device supports multiple protocols, the integrity of both permission methodologies must be maintained. NAS devi

vendors provide a method of mapping UNIX permissions to Windows and vice versa so a multiprotocol

can be supported. However, consider these complexities of multiprotocol support when desiping a NAS solution.

the same time, validate the domain controller and NIS server connectivity and bandwidth. If multiprotocol acc€ss

required, specifi c vendor access policy implementations need to be considered.
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Kerberos

Kerberos is a network authentication protocol, which is desiped to provide strong authentication for clienVserver

applications by using secret-key cryptography. It uses cryptogaphy so that a client and server can prove their identit)

to each other across an insecure network connection. After the client and server have proven their identities, they car

choose to encrypt all their communications to ensure privacy and data integdty. ln Kerberos, authentications occri

between clients and servers. The client gets a ticket for a service and the server decrypts this ticket by using its s"c{

key. Any entity, us€r, or host that gets a service ticket for a Kerberos service is called a Kerberos client. The tem

Kerberos server generully refers to the Key Distribution Center (KDC). The KDC implements the Authenticatior

Service (AS) and the Ticket Granting Service (TGS). The KDC has a gspy of every password associated with ever

principal, so it is absolutely vital that the KDC remain secure. [n Kerberos, users and servers for which a secret key i

I
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exchanged direcfly over the communication channel; rather, a one-way hash function converts it inlo a hash val

which is then exchanged. A hash function, using the MD5 algorithm, transforrns data in such a way that lhe result

unique and cannot be changed back to its original form. Figure 14-10 depicts the CTIAP authentication process. If

initiator requires reverse CHAP authenticatiorL the initiator authenticates the target by using the same proc&ure'

CHAP secret must be confi gured on

the initiator and the target. A CTIAP entry, composed ofthe name ofa node and the secret associated with the node' i

maintained by the target and the initiator. The same steps are executed in a two-way CHAP authentication

After these steps are completed, the initiatol authenticates the target.'If both authentication steps succeed

: access is allowed. CHAp is often used because it is a fairly simple protocol to implement and can be implemente

i across a number of disparate systems'

then

l-rSNS d*"on ry donains firnction in the same way as FC zones. Discovery domairx provide firnctional groupings o

I 
devices in an IP-SAN. For devices to communicate with one another' they must be confi gured in the same

domain. State change notifi cations (SCNs) inform the iSNS server when devicesare

discovery domain. Figure l4-l 1 depicts the discovery domains in iSNS'
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isecuring Storage lnfrastructure in Virtualized and Gloud Environments
'securityboncernl , .-- 41 -. L
,Org*irutio* *. rapidly adopting virtualization and cloud computing, however they have some security

These key security concems are multitenancy, velocity of attach inforrnation assurance, and data privacy

removed from



Netwo r k-Layer Fircwalls

Because NAS devices utilize the IP protocol stack, they are vulnerable to various attacks initiated through the publi
IP network. Network layer fi rewalls are implemented in NAS environments to protect the NAS devices from
security threats. These network-layer fi rewalls can examine network packets and compare them to a set of
gured security mles. Packets that are not authorized by a security rule are dropped and not allowed to continue to
destination. Rules can be established based on a source address (network or host), a destination address (network
host), a port, or a combination of those factors (source IP, destination IP, and port number). The effectiveness ofa
rewall depends on how robust and extensive the security rules are. A loosely defi ned rule set can increase
probability ofa security breach. Figure l4-9 depicts a typical fi rewall implementation. A demilitarized zone (D
is commonly used in networking environments. A DMZ provides a means to secure intemal assets while
Intemet-based acc€ss to various resources. In a DMZ environment, servers that need to be accessed through
Intemet are placed between two sets of fi rewalls. Application-specifi c ports, such as HTTp or FTp, are allo
through the fi rewall to the DMZ servers. However, no Intemet-based traffi c is allowed to penehate the second set o
fi rewalls and eain access to the intemal network. The servers in the DMZ may or may not be allowed
s6111rrnis6ts with intemal lesol[ces. In such a setup, the server in the DMZ is an Intemet-facing web applicati
accessing data stored on a NAS device, which may be located on the intemal private network. A secure design woul
serve only data to intemal and extemal applications through the DMZ.
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This section describes some of the basic security mechanisms used in Ip sAN environments. The Cha e.

Handshake Authentication Protocol (CHAP) is a basic authentication mechanism that has been widely adopted
network devices and hosts. GHAP provides a method for initiators and targets to authenticate each other by utilizing
secret code or password' CHAP secrets are usually random secrets of 12 to 128 characters. The secret is
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secure a hypervisor and VMs, virtualized and cloud environments also require further measures on the guest OS

application levels.

Secu?ity al the Nebrorh Level

The key security measures that minimize vulnerabilities at the network layer are fi rewall, intrusion detecti

demilitarized mne @l,tlZ), and encryption of data-in-fl ight. A, rewall ptotects networks from unauthorized

while permitting only legitimate communications. In a virtualized and cloud environment, a fi rewall can also

hypervisors and VMs. For example, if remote administration is enabled on a hypervisor, access to all the remo

administration interfaces should be restricted by a fi rewall. A fi rewall also secures VM-to-VM traffi c' This fi

service can be provided r;16;rng a Virtual Firewall (YF). A VF is a fi rewall service running entirely on the h

A VF provides packet fi ltering and monitoring of the VM-to-VM traffi c' A VF gives visibility and control over

VM traffi c and enforces policies at the VM level. Intusion Detection (ID) is the process to detect events that

infrastructure. Therefore, adequate security measues should be in place al the compute al1d network levels to

storagesecurity.Commonsecuritymechanismsthatprotectstorageilcludethefollowing:

n Access control methods to r€gulate which users and processes access the data on the storage systems n Zoning

LUN masking n Encryption of data-at-rest (on the storage system) and data-in-transit' Data encryption should

include encrypting backups and storing encryption keys separately from the data Data shredding that removes

traces of the deleted data Apart from these mechanisms, isolation of different types of traffrc using vSANs

enhances the security of storage systems. In the case of storage utilized by hypervison, additional security steps

required to protect the storage. Storage for hypervisors using clustered file systems supporting multiple VMs ma

require separate LUNs for VM components and VM data'

compromise the confidentiality, integrity, or availability of a lesource. An ID System (IDS) automatically

events to check whether an event or a sequence of events match a known pattem for anomalous activity' or whether

is (statistically) different from most of the other events in the system. It generates an alert if an irregularity

detected. DMZ and data encryption are also deployed as security measures in the virtualized and cloud

However, these deployments work in the same way as in the traditional data center'

Security at the Storage Level

Major threafs to storage systems in virtualized and cloud environments arise due to compromises at

networlq and physical security levels. This is because access to stolage systems is through compute and



Iulultitenancy, by virtue of virtualization, enables multiple independent tenants to be serviced using the same set

storage resources. In spite of the benefi ts offered by multitenancy, it is still a key security concem for users

service providers. Colocation of multiple VMs in a single server and sharing the same resources increase the

surface. It may happen that business critical data of one tenant is accessed by other competing tenants who

applications using the same resources. Velocity-of-attact refers to a situation in which any existing security threat

the cloud spreads more rapidly and has a larger impact than that in the raditional data center environmen

Information assurance for users ensures confi dentiality, integrity, and availability of data in the cloud. Also

cloud user needs assurance that all the users operating on the cloud are genuine and access the data onty wi

legitimate rights and scope. Data privacy is also a major concem in a virtualized and cloud environment. A CS

needs to ensure that Perso''ally Identifi able lnformation (PX) about its clients is legally protected from an

unauthorized disclosure.

Securit5r Meesures

Security measures can be implemented at the compute, network, and storage levels. These security

implemented at three layers mitigate the risks in virtualized and cloud environments.

Securily ol the Compute Level

Securing a compute infrastructure includes enforcing the security of the physical server, hypervisor, VM, and

OS (OS running within a virtual machine).

Physical server secutity involves implementing user authentication and authorization mechanisms.

mechanisms identifr users and provide access privileges on the server. To minimize the attack surface on the server

unused hardware components, such as NICs, USB ports, or drives, should be removed or disabled.

A hypervisor is a single point of security failure for all the VMs running on it. Rootkits and malware installed on

hypervisor make detection difii cult for the antivirus software installed on the guest OS. To protect against

critical hypervisor updates should be installed regularly. Further, the hypervisor management system must also

protected. Malicious attacks and infi ltration to the management system can impact all the existing VMs and allo

attackers to create new VMs. Access to the management system should be restricted to authorized administra

Furthermore, there must be a separate fi rewall installed between the management system and the rest of the networ

VM isolation and hardening are some of the common security mechanisms to effectively safeguard a VM from

attack. VM isolation helps to prevent a compromised guest OS from impacting other guest OSs. VM isolation i
implemented at the hypervisor level. Apart tom isolation, VMs should be hardened against security thleats

Hardening is a process to change the default confi guration to achieve greater security. Apart fiom the measures

i
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Storage tienng:
between different types of storage to match the VO characteristics of

Storage tiering, or the act of moving data

administrators for many years (decades even)' The simplest

data to that of the storage, is a technique used by

most common motivation for this is data aging' That is, as sections of dzta age,its access pattems change' most I

cold. Cold data has very different VO pattems' and

being accessed less: the data cools and eventually becomes

have difierent storage needs ' data for an OLTP databas

storage needs, from warm and hot data' Even hot data may

be well suited to performance solid-state drive (SS

workload will have a predominantly random UO pattem and

workloads will be better suited to capacity SSD

while the sequential workloads of decision support or analytics

available to administrators have varied' but

even hard disk drive (HDD) . Over the years, the tools and techniques

thing alwaYs has been the same: there is a range of storage media with different characteristigs (Price'

etc.). The introduction of Oracle Database 12c and the Oracle FSl-2 storage system adds new tecbniques Tab

TablesPaces, and Storage It IS necessary to understand the laYers in the storage stack before delving into the

techniques for moving data within a database between storage tiers' Figure 2 shows these lavers' They start w

system (capacity hard drives, performance hard dri

physical

SSDs and/or performance SSDs) and move up to
storage within the Oracle FSl-2 flash storage

the volumes (virtual disks or LUNs) presented by

capaclty
of Oracle DataBase, Performs the function of a I

FS1-2. Oracle Automatic Storage Management' a featue

Oracle FSl-2 and presents them to the database as

volume manager; it consumes the volumes presented by

goups . At the database level, the storage abstraction is a tablesPace. A specific database has one or more tab

and each has one or more datafilesl that map to the underlYing op€rating system' Database tables exist

ablespaces, and each tablespace mapped toa specific Oracle Automatic Storage Management disk gro

IS
t

oracle
Database 12c

Orad! &roanatc
*or.le
Mdt.rlrt€l*

Oacle FS1-2
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Information lifecycle management (ILM)
Information Life Cycle Management (ILM) is a complex Data Life Management Cycl

(DLM) subset and Records and Information Management (RIM) practice used for data slorage, system adminisrati

and management. The strategic ILM approach is used to determine how data is moved, deleted, destroyed or archi

and is based on automated storage procedures, manual data organization formats (paper, microfilm, photograph

negatives and audio/video recordings) and early data storage management, like hierarchical storage

(HSlv!.

ILM is effective in modem computing where data management is critical. due to compliance issues from legi

like the Health Insurance Portability and Accountability Act (HIPAA) and the Sarbanes-Oxley Act. Both are used

regulate particular typesof data management. ILM uses more complex criteria than data file t)?e, age and acce

frequency. ILM products automate data management by organizing data and automating data migration into ti

categorized by policy criteria. ILM is based on three storage strategies, as follows:

. Policy: Determined by business goals and drivers. Storage and information policies are shaped by ex

and managerial determinations of IT govemance and management, sen'ice level agreements (SLA),

control processes and system availability and recovery time requirements in the event of unexpected even

such as accidents or disasters.

. Operational: lncludes data backup and recovery. like data restoration and system restarts; archiving (

term data retention) and other daily processes and procedures for storage management.

. Infrastructure: Includes logical and physical architectures. such as simulated and physical hard dri

partitions; applications and corresponding storage platforms related to required production, testing

development; data storage security and data center capacities and limitations.

ILM's path management feature is used facilitate stored application data retrieval and allow user specification

policies that define data values according to different times, rates and lifespan. For example, ILM systems allow us

to search for various Lvpes of stored data file instances, such as customer IDs

legal hold. also known as a litigation hold or legal freeze, which requires data administrators to cease normal I

data flow continuation.

llnforeseen circumstances occur outside of normal business operations and cannot be automated. An exarnple is



Next is the concept of partitioning' While in Figure 2 it may be that all the data within a table becomes cold

whole table to a different storage tier, much more likely is that just parts of

data become cold. This is where partitioning plays an important role Partitioning allows a table' index' or index

organized table to be subdivided into smaller pieces, and each piece of such a database object is called a parti

Each partition has its own name, and may optionally have its own storage characteristics' From the perspective of

database adminisrator, a partitioned object has multiple pieces that can be managed either collectively

individually. This gives the administrator considerable flexibility in managing partitioned objects' However' from

perspective of the application" a partitioned table is identical to a nonpartitioned table; no modifications are

when accessing a partitioned table using SQL queries and DML statements. Each row in a partitioned table

unambiguouslY assigned to a single partition. The partitioning key IS comprised of one or more colurrns

determine the Partition in which each tow will be stored' Oracle Database 12c automaticallY directs insert,

and delete operations to the appropriate partirion through the use of the partitiooing key' The administrator

considerable flexibility about the choice of partitioning key(s), but, as Figure 3 demonsrates' by far the

common choice is based on date and/or time' For example' in an order entry . Figurc 4 is a variant of Figure 1

which a partitioned table is addetl' Table 3 has four partitions' two of which are in Tablespace I in disk group +DG

and two of which have been moved to Tablespace 2 in disk group +DG3'

Oracle
Dat base 12c

Orad! Autoariatic

Stor{e
Manaement

Oracle FS1-2

F€uaa: Tlt ddoatll erslo trE pt,lldlt" EtrFc' ad tE l'

hence, the DBA wants to move the

i
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specifically, enable cloud providers to track the performance, continuitv and security of all of the components

support service delivery: the hardrvare. soft*'are and services in the data center and throughout t}le networ

infrastructure

Through successful cloud serv'ice management and monitoring, cloud providers can use sen'ice quality

differentiate themselves in what remains a crow'ded and noisy marketplace. Effective cloud service management al

helps lower the risk of frequent cloud outases that can jeopardize security systems' Using thJse tools also support

greater operational efficiency, helping cloud providen minimize costs and maximize profit margins' Ho

'achieving these goals can be dilficult in a complex virtual deliver,v envitonment u'here visibility and control

What are the key processes lssociated with cloud service management?

Cloud service management shares some basic principles with Uaditional IT service manasetnent (TSM)' Clo

management tools help providen adminisrrate the systems and applications that facilitate the on-demand serv'i

delivery model. The goal of these practices is to improve the effrciency of the cloud environment and achieve a higt

level of customer satisfaction. Essentially, cloud service management takes the customel perspective as the meas{

ofsenice assurauce and manages all the individual IT resources in a way that will support that. This involvef

adjusting the operations and policies, as necessary, of all the assets in the virtual environment that support and affecl

the on-demand senice delivery model, Such assets include serv'ers. software and sen'ices that provide access an!

connectivif]- to these cloud services. The core elemeffs of cloud service management mirror those of traditionl

ITSM -- including cloud serviceJevel aqreement (SLA) managemenL cloud capacity Fanaeemenl' availabilitl

management and billine - and are applied to administrate a cloud deliler.v envitonment in a systemlc \\ay' I nes''

Cloud service management activities

The delivery of dynamic. cloud-based infrastructure' platform and application services doesn't

addition to best practices for effective administration of all the elements associated with cloud servrce deliver-r",

senice management and cloud monitoring tools enable providers to keep up with the contilually shifting

demands of a highly elastic envirorunent Cloud rnonitoring and cloud sen,ice management toolsallow cloud

to ensure optimal performance, continuit"v and etlciency in virtualized' on-demand environments. These tools

software rhat manages and monitors networks. systems and applications - enable cloud providets not Just

guarantee performance. but also to better orchestrate and automale provisioning ofresources. Cloud monitoring tool

occur ln a vacuutn.

limited.



processes are supported with tools that track provisioning and change managemenl' cont-rgurati

management,release management' ineident management, performance management and sen'ice continui

Customers are supported directlY and indirectly through a help desk function' Cloud service management

complemented by monitoring software that Eacks operational information and tbeds that data to the

managenlent resource. Given the elastic, highl,v virtualized nature of cloud environments' there are some

differences in aPProaches tocloudservicemanagementandcon'entionallTservicemanagement'Thetrvodiscipli

have different objectives. requiring tools that emphasize their individual requirernents. Whereas the goals

traditional ITSM are effective SLA management' improved performanc e and streamlined billing, the goal of clo

service management is to orchestrate resourc€s for fast provisioning' effecti ve capacity- management and ongo

service stabiliw' Automation is vital to ensure efficiency and reduce costs'

Cloud service management platforms: Build or buy?

Although vendors have developed man"v cloud service management and nronitoring tools for enterprises that buil

and manage their o*n private clouds' there are far fewer tools that meet the scale' securit-v and

requirements of cloud providers' Beyondtlut,thereareevenfew-ersolutionsthatprovidetheconrprehen

capabilities associated u'ith the entire ITSM process for cloud providers. namely orchestration'
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Module-l

a. Exolain the key characteristics ofData centre with neat diagta--!!''

;. ;fiiil il;;ie-e-rements oroata ceirter' '::.'":'

I. ,il'J,rit i',i il.ot oi*upg'og oier files to disk storage *'ith;neat diagran

OR

a. Describe the concept of Mirroring and Parity (04 Marks)

b. What is RAID? e*ptui' tt'e ilit'i'rt"tiJ *itf' reference to nested RAID' RAID 3 and

RAID 5 with neat diagram 
(08 Marks)

c. Discuss the components ofan intelligent storage system with neat diagram' (08 Marks)

Module-2

a. List and explain different Fibre channel connectivity optrons

U O.n* eCOE. Explain components ofan FCOE network

I. o.nn" zoning. Eiplain types ofZoning'

OR

a. Discuss components oiNAS with neat diagram'

b. List and exPlain benefits ofNAS'

;. ;;ffi;;;i""*torase and Retrival m oSD with diagrarn

Modulc-3 -

Define Business Continuity' Explain BC terminology ln detall'

Discuss different Backup Topologies

;;ph* il;";"Pt of Iiackup in virtualized Environments'

'oR
Exolain local Replication technotogy usilg Host bafd '*:hodt;,. 

(08 Marks)

Discuss synchrono* * *vn.lio'iorr'u"J-syo"tnono* + Disk Buffered "tl*fi"rti:;
reo licat io n.

ffi,lii'in" **.n of Rernote replication and migration in a virtualized Envno*[?h",u,

Module-4

a Define Cloud Computing' List and eiijiii-the essential characteristics

h List the cloud service models and discuss any two ofthern

I. iitt.,ra explain beneflrts ofcloud computing'

l of 2

3

4

5 a.

b.
..

6 a.

b.

c.
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(10 Marks)
(I0 Marks)

(06 Marks)
(05 Marks)
(08 Marks)

(fi Marks)
(08 Marks)
(08 Marks)

ef
a.

b.
c.

9 threats.
diagram.IPSANDiscus

NAS

different

andsecuritylscuss

explainand
CHAP

lutions

the

so #
,

l0

#
t

ra--

o'
#

\i't-^^.,-
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2 of2

8a.
b.

OR
Explain Cloud Deployment models in detail. :..
Explain Ctoud Computing infrastructure in detail:

OR
List and describe storage intastructure management activities'

Explain Information lifecycle management with proper example'

Discuss two methods ofstorage tiering-

t,
ti
lir

\' \.\-.



'I

$ii ur

LIBRARY
o
6'

Seventh Semeste
s

l5CS754

uly 2019 .

Max. M;rki: 80'
Time: 3 hrs.

Notc

9

'ie

t." 
tt

o>
E,A

€!,z
-5i

".i
AE

aco

z
E

x

ONE futl quaffrg.$from each modula ..,7 i

. Yodrle-l 
a{'

a. What is a data center? List the qre-g-gmponcnts of data center'"ExPlain the characleristics

t 31L'[fi1ffi" *unog., *4ffie virtualization in aetd!'I tdr-^il';
oR .' .,

+
a. Differentiate betueen so{ldre ana naraiare nep^,,Xf!$rate how parky method i$used for

RAID levels. t*or ** t l(08 Marks)

u. illrr,""".ri or"ctltT. ;iti" lSS. Explain in detailifie cache component of ISS' (08 Marks)

. .r. ' Module2
a. List and "*plrig\h.r.or 

nc *'o"tri-'i@6ns with a neat diagram' 10i M'rk')

; i'il;i"ilU$.pi.iiiicsr;;;;";;'lB;' (osur*s)

'\v- ' i+' oR '&a. whal'sNiSt Explain NAS impipilehtation in detail' '$'' 
(08 M'rk's)

;: :,t*"fil#;":Ur}.k:j;:Ti' :rytAs) 
I"'iT:w " li:"ils.

- 
' }' M.rtulc-i\' 41'1\:'.

a. Explain with a n.rt a irg?, ec ptaniiigl'Ee ti' (08 rlarks)

i. i#,i;;il;; l"o"ffi; ;i;i;;i.-dikfi rorget sorulior'and *o'"t *'1H#:1;
neat dEgram. ' '-Y a, ''L; ' i*+ oR

a. LisI various dses of local ,.pfiSui6i] r*pluio so''agt uttay based local replicatiqn with a

" ffi;i;dir.. 
- .'+, .,:'ii (osllarks)

u. 'ofr.*&iit 
u"nveen Sryqliogous ana esvnctrioffius based rernote replicu"on'?|ih".u,,

. ' 'lY rvroduleezt

a.j-.iil urrior, 
"tor4-tnfr 

pLing thu*ffitiiF E*plain the cloud computing infrastructure

-tomDonents witU:liteal oxlgram' .t . 
(08 lulrks)

b. fiii''fiil,il.;I;J;Jir.i"'i "r"ry-*nlovmentmoders' @t'uarrs)

..i \ -{i oR
=r,

exptain tstail in band and nl,tl?uuno virtualizarion appliances with a neal dt"%t*".u,

3

4

5

6

7

8

9a

.ar>
-'' ': Iuodule-5

what are the aiffe.enthtes t'itd foffiff ion security? Explain in detail FCSAN based

#;#ilG;;;;td;' - 
---- -^-+ ^-i,'.hia 

(,a*rorks)

Listandexplaindifferentstoragetnfrastructuremanagementactivitiesindctail''(08Markgb.
'_ 1::. oR

10 a. fxplain diflferent storage managcrnent activities --. - .'- i. ivil" is I.l',M? Lis and explain various bcnefits of ILM'
*l.tl)a

(08 Marks)
(08 Marks)

,

^b*.i "

GffiW
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62
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Note: Attswer orr! FIVE full questiot,s, cto,&n! oNeT l questionfro,n cach module;

Mohule'l
a. what is a data centcr? Explain key cf,-aracterisths of data center elements lYith diaffi".t.)

b. what is a file system? Explain the piocess ofmapping uscr fllei to the disk stotugtlo, 
nr"rury

OR

2 a. What is RAID? Explain'the RAID levels rvith refcienae lo nested RAID, RAID3' RAID5

rvith neat diagranr.

With neat diagram, explain the structure ofread and trite operations with cache'

(08 nl.rk.)
(08 llarks)

b

a.

b.

a

b
6

94.
b.

L,xolain FC connectivity options 
"itii1Jffi-runt 

diug'u'n (08 i{arks)

;l[[il il;il;il ""tgt 'i,r*ri"tion 
*i't' n"itaius'um' Explain vsAN in brief'

,oR
What is FCoE? Explain the.components oi fCor wittr rieat diagram' . ffi l[:B
What is NnS? explain the benefits of NAI;*,

what is business continuity? Exploin@Erminology indctail' (0E i\tarks)

Explain BackuP and n.uot" optraiiont ;;li'neat diagram' '* (08 Msrks)

,OR

\\'hat is data dedtrPlication? Explain ih" inipltrntnturion oIdata dcduolication' (08 rurrki)

Explain Slnchronou' * 'r'pttt'i'i;t 
";;"i;;;i;'""qu5 + Disk Buffered merhods of

three-site replication with ncat dragram 
(08 Nlorks)

l\Iodule-{

whar is clourJ cornpuring? Explain thfria cte'isrics and benefits of cloud to'putil'sglrorkr)

F.xplain the various cloutl service rnr:dels available' (08 rltrks)

' ' utt ttouool"ptoyment models in cloud computing
Erplain the public cloud and PrlYare crouu ucPrv)rrrlrrr (08 Mrrks)

Explain the clotrd computing infrastructure in detail (0S Irtrrkd

7a

a

b

b

8

z
E

E

' Module-s
Frnhin I:C SAN security architecture with ncat diagram'

i*'oirii itt. **"pr of Kerbe tos $ ith ncat diagram'

OR

a. Explain the storage management activities in delail'

;. ffi;il i;6riJ?"n I-ireJvcrc uuiugement (lLlvl) in detail with challenses'l0

USN

3a.
b.

1a.
b.

(08 llarks,
(08 i\larks)

(0t Ittrks)
(08lIarks)

\sr*.- [5--t'*,
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(08 trtlrks)
(08 [}trrks)

\
Time: 3 hrs

e

E

c
l"

3>
82
99

!o
>-r

.>a

ae

a=
nE
6E

52
9x

;.;
.:
z2

5
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Notc: AnsrYer ary FIVE full questioos, choosing ONE full question from each module'

a. Explainwithneatdiagramtheerotuiion--r*,geArchitecture''"1 
" (06 rrradis)

b. Diicuss corc ElemenG ofData center dnd key characteristics ofData center. (10 t11arkr)'

a. Describe with neat block diagriin the components oflntelligent storage syslem (0E M'rk!)

U. Wiit' ,liugru*.xplain diflerent RAID'l'echniques ' (0S lvlarks)

Module-2
a. Lixplain rvith neat,diagram the conrpii-ents of Fiber Channels (FC) storaee Area 

I;til:JB
b. What is zoning? Exilain its type s. (o8lvl'rks)

OR
Discuss dilferent iSCSI Topologies rvith neat diagrams'

w.ite skirt notes on Fiber Channet Over Ethemet (FCOE)'

I\l od rr le-3

Discuss different back up TopQlogics'

Wl',at is duta OeduplicatioaJ-pxplain its implementation methods'- 
,'. ;;'

" olL .-
Explain local Replicalion technology using l-iost based methods''

Write a shon noteqon the following : s5 -i . ;:.:-
i) Three site RlPlications ii) Network based Rcmote Kgpllcatrcn'

' Modulg-4
Explain the ciraracteristics olclouds computing' ''

Discusscloud DeploJment mqddlS'

l

4 a.

b.

a

b

t

6

(08Ilrrks)
(08 Marks)

a.

b.

a

b

c

1

(06 Nllrks)

(l0lt{arks)

(04 l\farks)
(06 M$ks)
(06 M{rks)

(08 [Iarks)

(06 It.rks)
(10 Marks)

cornponents in classic and virtual.
(0E llarks)

ii) Storage Tiering. (08 Ntarks)

oR'
oniog fto, classic data center to cloud comPuting

(08 Marks)the steps invo Ived in transili8 a. Discuss

l0a

FnYironlnent serYlce.
writc a shofi nolc$-on the folloNing :

i) Busiltess drives for cloud conrputing

ii) Ctoua migration considcrclions'

Motlulc-5
Exolain the diflerent t]?es of security threats'

Dir.urr re.rrity rolutions lor FC - SAN and lP-SAN

OR

Explain the various information inlrastructure

Environments.'
Write a short notes on the lollowillg :

i) tnformalion Life Cycle Management (lllvf)'

b

a.

b.

I

b

.*Sll*nu-

ffi
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\oaet Answer tn! FIW lall questions' choosiug oNE full questlon Jrom eaEh
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E*
9E
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EErie&

':
.ai
E9e-
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d.99a
ze
ez
:e

q;.

..': .i
i
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8.

la.
b.

2t.

I a. Explain Fibre cbanoel prolocol stack whh ncat

b. Whar is zoning? Explain its tpcs'

trlodulc-l

otr
4 & Wlrat is FCIP? Explain FCIP protoml stack.

b. Wtat is NAS? Explain its componcnts rvith

5 a- ExPlain any two backuP toPologies

b. Discuss Data DeduPlication

5 a G ive difErent uses of
b- Explain renotc

lvlo d u le-4

7 a- what is oloud ils characterislics.

(0t lrrk )
(08lu.rki)

(08 ltltrIi)
(0E fltr'tr)

(08lurrk)
(0E IUarkr)

(0t lrt.rks,
(08 llhd..)

ls.

(0t M.rLt)
(08 Mtrkt)b. Explain di

lainExp
D

8-a.
b.

9a- slorase
u,6i,r

(0t Mrrktl
(0E lrhrkt)

(0t lrl.rht)
(0t Mtrlt)

(08 lrrkJ)
(08;Urrkt)

OR
lolm€nt rmdels.

Module-5
sccurity domains.

sccurity mcasurcs of ctoud cnvironmcnt'

OR

tr.

vsrious slorage int'rastructurc rBnagcment activities-

information lifecycle managcmi.'nt.

*t*l*
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PRINCIPAL
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interface Protocols for

ilarks)

lo storagc
(0E ltlrrkr)
(08 ,rki)

#*,

communications-
b. Explaio lwo di{fercnl tnes ofintelligent storage syslems'

OR
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Sc'cntir Seme.stcr B.E. I)*grce i,lxan:ineti,n,,lu'ciJ.iv 20I6
Storage Area Ne,tworlx=

'l iirte: li hrs. 
)"Ia.<. ..vrarks: I0o

Notc: Ansver FIVE filt qucstions, selcctittg
ot least TWO questions jflotst each parl.

I a. whar is a dara ccnrcr'r r:xplain kcr' ,ffffift, of dara ccnrcr erernenb (r0 urrL)h- Ijxplain the uarious courponenrs ol'<lisk drivc. (06:,,tarLs.lc. Considt'r a disk IiO svstem in rvirich an !i'O rcqucst arrivcs et thc rarc of ti0lOIrS. tt," dirl
scrr,,icc tinrc is 6 nu. Compute thc follou,ing:
i) t.tilizarion r;) ltesponsc t.imc
iii) '\vcragc qucuc sizc ir) Tir;rc spent b1. a request in a qu..L:.,. (0.1 Marris)

2 a. lirplain the variotrs tL'chnlques on lhe basis ol rrhich LAll) lcvcl)^ arc (!elineJ. (09;u:!rk!)i,. An application has 1000 hca.vy users ar a pcak ot'l Iops each anrl 2000 t-rpical ,r"r, ,t 
"1:cak oi I [OPS each rvith a read,'rvnle ;ri,rio oi'2: l. li is cstiuatccl that thc ipplication also

esper:ences an ovcrhcad ol 10 pcrc.:ii iJr ii;i,:i irorklc'irds. Calculatc rhc IOIii rcqlr;rclncl!
ibr R;\ll)|, t{All)5 and RAID6. (06 }rarts)c. Witir a ncat diagram, ilijlcrcntiat.:'L'L't-\r.-r.\\,rilc through anti rrr.itc back ijachc. ios >li"t r.y

a.

b.

l:xploin Iibre channel lyith rcst)e.t to pr,jt,.j.,.l iriilk, zo :ng and login t1.pc-s.
\\'ritc ir notc orr S(lSl-3 architsrlLrrc.

a- What L- NAS? Explain rhc L:::rcllts olNAS.
b. Dili':rcntiate betilcen Naiivc and Br;dgerl i-St':: lonncclivir).
c. \\ ritc o nore on jSCS I PI)l J .

{:.!

(10 )l:trks)
(10 Iiarlls)

(r 0 l,l a rlis)
(U6 itl',irks)
(0J i\iarls)

(0J lllarks)
(06l\larks)
(05 lrtarks)
(05 !\!ark)

a. \\iiLh neat diagrams. expla,in tirc.rri-. ;. i l ubicct storage and rctrielal in cAS svstcnr:,.
'' (t0 i\i a rl'r:h. \\'hat is jtorage virtrralizatior:'l l)itl'er,-i.i:atc bcnieen block lcvcl and lilq lcvcl r,irtiralizar tr,r

s'ith ne6t diagranrs. (t0 thrk.\)

a. what is business contjr)uity'? lixplain Bi. phnl':ing [ifc.cyclc u,irh a neat diagran. (li):t rks)
b. F.xplain the reasons for*hich backup is ncrii;rnrccl. (toytrks)

7a-
b.

llc'scribc thc various storagc array based itii:al replication tcchnotogics. (r0 lra'ks)
What is storage aray bi:-sed rcmotc rcplication'l l)illbrcntiatc betrveen synchronous antl
asynchrt:nous replication modc in it. (10 $rrrks)

ii a. lixplain the fbur security attributes rvhich arc s:rCcr thrcat.
b. lVrite a note on risk triaC.
c. I)cscdbe the categorics on the basis of which storagc managerncnt is classificd.
d. \Yrite a note on acccssibility monitoring.

6
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-l'irr-rc: 3 hrs. tr,.,.r. 11",,.': -\o

,\ote: Answer any FIVEfrtll quesliltns, choosing O,\'E Jitll questitttt frttnr eut'lt nrttLlrrlt.

.\I od u le- I
I a. F-xplain the key characteristics of a data ccntcr, \\ r1n ir n'.jiir dragr:rnr (: r \lt , k\!

b. With a neat diagram, explain the structureof read und \\rilc opcriltior)s in cachl. 08 ;lalt sr

olt
2 a. List the dift'erent RAID levels ri,here parity, techniquc has bcrn lllirpted. ::rn.::n rrrrr tlir:r'

(10 flnrk\)
b. Compare vinual and traditional storaqc pror isr,,ninq (r,() \l:rrr.\)

I\{ odrr le- 2
3 a. What is zoning? What are the advantas,es of zoning' l:rpr.;n r '' r',rious tllrc\ ()l'l.)n:rlq

r(ll \lrr k\)
\,. b. Write a note on iSCSl. ru8 lrrk\l

5a.

b.

OR
4 a. Explain the fibre channel Protocol stack ,\,ru, 'rc rr tli:.u'e

b. Explain I/O consolidation using l:Co[:.

N'loclule-.,
Dcfine the following terminologrcs
i) M]'BI.' iD RPO iii) M'r"r'r{
Describe the failure analysrs in BC.

( lllJ \lark\r
Iolt \lurL\l

lv) R fO. 1{)ll }l:rrLst
\4untion sonre important BO te'chnolog." solutr,,n:

(Uti \laIii\r

(olt )lrrks)
( {llt }tarks)

((16 \lnIL\)
( lt, \lrrlrl

((llt \larks)
(llli \ l:ll'l \ )

i\lotl rr le--l

.-7 a. Define cloud computing. List and erplain the essenlial e haracle i-istics ol'cl.',r,il .,,i;;,.i,,ir:,

b. Classity the deployment models in cloud conrputirtq [:rplain ]nv t\\'(, (l(i \l.rks)

oR
6 a. E.xplain backup and restore operations rr rth neat diagranr

b. Explain Backup in virtualized environrncnts

OR
8 a. List and explain the challenges facing in cloud-crrrnput rrrg

b. Explain cloud infrastructure layers, rvith diagram.

l\1o d u le-5
Write a note on: i) Risk triad ii) 'l-hreats

Explain the concept of Kerberos rvith neat diagrarn

()rt
t0 a. [)iscuss the IPSAN security implerlentatron in storrs.c nel*'ilrkrrtr.l

b. Lxplain the storage infrastnrcture manaBemcnt rctrvltrcs rn dctarl rvrth exarlpic

9 a.

b.
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(08 Marks)
(04 N'larks)

(08 \tarks)

(08 Marks) .

(08 !larks)
(04 Uarks)

(06 lvlarks)
(06 l\'larks)
(08 Marks)

(06 Nlarks)
(08 \l arks)
(06 )l arks)
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Max. Marks: 100

Notez Answer any FIVE full questions, choosi g oNE full questit) fro each uodulc.

Module-
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a. E:<plain the key characteristics of Data centre with neat diagram.

b. Explain the core elements of Data center.

c. Diicuss the process ofrnapping user files to disk storage with neat d iagram

{1 ; oR
a. Desciibe the conceptioiMirroring and Parity' . _ ^ 

(04 Nlarks)

U. mut is RAID? Bf.pluii the RAID levels with reference to nested RAID, RAID I and

RAID 5 with neat dfisram. (08 uarksl

c. Discuss the coiniponents ofan intelligent storage system with neat dragram. (08 II rks)
..i. p-

..,!

List an{cxplain different Fibre
Defure FCOE. Explain comPon

Define Zoning. Explain tYPes o

3a.
b.

c.

Modu Ie-2
channel connectivity options with neat diagram.

ents ofan FCOE network.
fZoning.

OR

NIod ule-4

)
4

5

6

a. Discuss corirpongnts of NAS with neat diagram.

b. List and explain benefits of NAS.
c. Explain.object stoiage and Retrival in OSD with diagram

i

a.

b.

c.

:af'' Module-3
Define $ri'siness Continuity- Explain BC terminology in detail

Discuss different Backup Topologies.

Explain the concept ofBackup in virtualized Environnrents

.,.- OR
a. Explainlocal."*epiication technotogy using Host based methods (08 rlarks)

b. Discuss ryrt1;|norr + Asynckonous and Synchronous + Disk B,ffered ot'three stte

replication. (116 llt'r k\)

c. Eiplain the concept of Remote replication and rnigration in a Vinuahzed Environllr!-rll
(l)6 flrtlli\)

a

b

c

7 Defure Cloud Computing. List and explain the esserttial characteristics of cloud computitlg
. (0tt )lirks)

List the cloud service models and discuss any t$ o o l' the lll. (ob ] l:r r lis )

List and explain benefits of cloud computing- ({}'l rlrrl(s)

I of ?,
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8 a" Write a note on risk rbd.
b. Explain thc coocept ofkcrbsros, with a mt diagnm.
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(10Mut,
O0 Mrrk )

Notet Arcrw FIW fiil qrreors, dcdrrgdatTVOqtddvfioa*hpn-

PART.A

*rOo;, 3 hrs.

I kcy

E plaitr

, tffith a neat
Explain thc

.t

.$
E
{
{t
!

Er
a=
ril5d
Bl

.Et
E*

a
b.
c.

systcNtl.

Discuss thc &aturcs neat diagrao.

3 Erpbin the comectivity architecture with rclcrant

Discuss the differeot layas
Explain the diferent t1pcs of FC -

sadq wih a ncat dbgr.E
dhgam.a Eeat

Explain the couponents a thc bcnefits of NAS?

Describe the NAS
Write a short note otr

a.
b.
c,

&

b.
c.

a-

b.
c,

&
b.
c

PART-B
ofCAS with a ut dbgnn List ott

virtualization lttat art thc 6rns of storage
levcl storagc virtualizatio4 wittr a mt diagram.

th€ ternimloglxfolhwiqg
oRPO

a.

b.

MTBF iioMTTR iv) RTO v) Disast€r Recovcry.
Explain thc beckup operatioa, with a nest diagraD-

Erplain LVM based bcel replication, rrith a re8t dhgrNro. Discuss tte
disadvantages.
Explain syochronous and asyachronous mdcs of reootc rpfication with

\n--.,- ['-^-/.,

with a neat dbgrao-
(o7 M.rLr)

(fftMd.r)
(05 M.*r)
(srMdr)

dbgrams,
(10 frrrlr)
(0aMd(t)
(05 Mrrltr)

{04 }krLr)
([A Mrrfi)
(04 Mrds)

ofCAS, 00 Mrrt r)
(0a Mrrlr)
(06lt lIb)oo.
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{ fro+iul uses an applicat,on,,rr.,-*,.. puu@"nt x-ray data in the tr* or urg, uio.ryobjects in an oracle database. The apprication 
" 

r,ot 
"a1n "'wrx serTer, and tbe hospitatstaff accesses fu f-,., records through a Cs ftbemei bacfUo.o" eo'gfraC-elARil;

storage aray provides srorase to the trNlx server, which u., i rri 
"r 

r*ir.-Ji"'ilv.Explain the core elements ofihe data ceDter, and i../ r"quirar.ns for data center elements.whal ar.e t!c- typica,l charrengas rhe sroragc r*nE".in, iI". may face in meeting theservice-level demands ofthe hospital stafl (r2 M.rk)consider a disk vo system in *iri.h an I/o request ardves at the rate ofg0 IopS. The diskservice time is 6ms.
i) compute the- following: ut ization of vo contro[er, total response time, average queue
... s^ize and total time spent by a request in a queue.
ii) Compute the prcceding parametir if ttre service time is halved. (0s Mrdu)

An application has 1000 heav-v uers. at a peak of 2 IopS each 
'nd 

2000 Epical users at apeak of I IOPS each, with a rpadtwrite ratio of 2:1. ft is esiimatea tnat tfretppficatfn afsoexperiences an overhead of ?ff/o for other wo*roads. c"rcutate th" Iopi'*quired fo;RAID 1, RAID 3, RAID 5 and Rry? g. ebo compuie the number of ariv""r{uiea-io
support the applicatior in different RAID environments if lOK ,pm a.iues *itt ";;; ;i130 IOPS per &ive nq6 used.
CategorieJ;a-explaii'ir[ilg." srorage systems \r,ith diagram. [lil:::i
If three hard <lis* drives are connected- in a daisy chain and communicate over scsl, oprainscsl-3 s*itird architecture ard SCSI *rn*rii."tlon .oa.i. (t0 Mrrrrs)wbu is miring? Discuss a sccnario, wherc soft zoffiis p*i.rr"a uoa *ue 1r"r.6 2sning isprefened.
biltercntiate benveen tull and partial mesh topology. lffil:Hi
Whar are the hctors affectinp NAS performarce? (0{ M.rtG)Draw and explain the compo'nents, t'rr" t"p"r"ii.r *d the protocor stack of gcSI. (16 Merl.s)

PART- B

"t:jithr 
data object stoog" pro.ffiifi-""ss of data retrievar &om cAS system witholagraul.

Illustrate a NAS environment before and after the implementation of fiL l"r.l ,irt#l#;:T]
O0Mr*r)

2u

b.

a.

b.

3

4a-
i:t.

I a.

b.

Draw and explain BC planning life cycle.
What are different back-up topologies? Explain.

6a.
b.
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10cs/Is765
A host garerates g000 vos ar peak udrization with an average ,o size of 32K8. TherespotNe time is currently m.*ui"a 

"t 
_ ,;o;;';IlJ'#i*i,g peak utitizarions. Wben:fjI:-T,T *ptication is- impleme".a *i rr"-frL.r"#itink to u r".ot" rite, whrt is theresponse time expericnced bv the hosr if the n.tt orr. r"r"*J i.6 ms per I/O? (0a Mrrrs)What is the imporrarc€ of recoueraUitity ano co^l.i.rTy?ijlr replication? (or Mulrl

ffiffi'h"'#cts 
or a u*t.' aii,.'-i,i;ffi1#Er#ffi;i; ,h"'ttffi

i) Muftibop synchronous aod disk buffered

ij). fvtlttitrcn sfrrctuonous and asynchromus
iii) Multitarget 

(t2 Mrrtc)
what are rnonitoring paranrcters ad conponents monitoncd for storagp intas'uctue?Exphin in details.
Explain storage infias*ucture managemenr activities in detail. [ll#*i
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b. Exphin ec yabrs comporns of di* drivc.
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2 a- Explain thc vrrbus tecbniqucs oo thc besis ofwhich RAID
b. An lpplicatbn liss 1000 b€.yy rss 8l a peak of ? IOPS

c. Comidcr a dist UO sysrcm iD which ar yO
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D Utilizarblt
iii) Avcragc qrruc sizc

h Wbar is soragc
wiLlr Eeat diagr8ms.
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6r RAIDI, RAIDS and RAID6.

c. With a acat diagram, dillcrcntiae barrccn write

3 a. Explain fibrc channcl with respca b Fotocll
b. Srritc a mrc ol SCSI-3 atbitcc-trsc.

{ a. What h NAS? E:rptain tbc beactits of N
b. DiffcsE iarc bct*een Nrtivc ard
c- Writc a nota on ECSI PDU.

5 a. With Dear di,B,,fti

b Explain tlt

7 a" Dcscribc slorage alay bascd local rcplicsriotr trxhmbgis
b. Whar b basEd remore replicatbn? Difiersntiate bcturcao

rDde ir it.

8r,
h

ftl} sccurity acibutes vhich are undcr thtat
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l. a. Explain the evolution ofstorage technolos/ with neat diagram.

b. What is mnne{tivity? List and €xplain the physical components ofconnectivity

c. .Differcntiale t/w joumaling and non - joumaling file system.

OR

2. a- With neat diagram, explain the components ofISS.

b. What is a data c€nter? Explain core elements, key characteristics and key management

activities of dala center.

3. r. Explain the following with appropriate diagram. DNested RAID iDRAID 6 iii)RAID 0

b. Explain compute virtualiution

c Explain the following interface protocols (i)IDRATA & Serial ATA (ii)SCSI & Serial SCSI

OR

4. e Explain any 2 techniques on the basis ofwhich RAID levels are define'

b Explain virtualization &cloud computing.

c. Explain any 2 software components that ar€ essential parts ofa host system.
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Note: Answer Two full estions

1.a. Explain the evolution of storage technolo$/ with neat diagram .

b. Whal is connectivity? List and explain the Physical components ofconnectivity

c. .Difterentiate t/w joumaling and non - joumaling file system.

OR

2. a. With neat diagram, explain the components of ISS.

b. What is a dara c€rter? Explain core elements" key characteristics and key management

activities of dala cenler.

3. r. Explain the following with appmpriate diagram. DNested RAID |DRAID 6 iiDRAID 0

b. Explain compute virtualization

c Explain the following int€rfsc€ protocols (iIDF,/ATA & Serial ATA (iDSCSI & Serial SCSI

OR

4. r Explain any 2 techniques on the basis ofwhich RAID levels are define.

b Explain virtualization &cloud computing.

c. Explain any 2 soflware components that arc essential parts ofa host system. PRINCIPAL
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I s. Explain the evolution of storage technology with neat diagra ^. fl 
* + t lt7

>Historically, organizations had centralized computers (mainframe) and information storage

devices (tape reels and disk packs) in their data center.
> The evolution of open systems and the affordability and ease of deployment that they offer

made it possible for business units/departments to have their own servers and storage.

> ln earlier implementations of open systems, the storaBe was typically internal to the server.

This approach is referred to as server-centric storage architecture (see Fig 1.4 [a]].
> ln this server-centric storage architecture, each server has a limited number of storage

devices, and any administrative taskt such as maintenance of the server or increasing storage

capacity, might result in unavailability of information.
> The rapid Increase in the number of departmental servers in an enterprise resulted in

unprotected, unmanaged, fragmented islands of information and increased capital and operating

expenses.
> To overcome these challenges, storage evolved from server-centric to information-centric

architecture.

oepartrlglt 1

S€ryer

D€ri nent 2

Servel

Depelt ed 3

Serucr

(i ) S€rv€r,Csrti( SbES Anhit.ctrq

Fig: Evolution of storage architecture
> ln information-centric architecture, storage devices are managed centrally and independent of
servers.
> These centrally-managed storage devices are shared with multiple servers.

> when a new server is deployed in the environment, storage is assigned from the same shared

storage devices to that server.
> The capacity of shared storage can be increased dynamically by adding more storage devices

without impacting information availability.



> ln this architecture, information management is easier and cost-effective. > Storage technology
and architecture continues to evolve, which enables organizations to consolidate, protect, optimize,
and leverage their data to achieve the highest return on information assets.

b. What is connectivity? List and explain the physical components ofconnectivity LZ+ e1

> Connectivity refers to the interconnection between hosts or between a host and peripheral

devices, such as printers or storage devices.

) Connectivity and communication between host and storage are enabled using physical

components and interface protocols.
) Phvsical Comoonents of Connectivitv:

./ the host interface device

./ port

/ cable

> A host interface device or host adapter connects a host to other hosts and storage devices.

/ E.g.: host bus adapter (HBA) and network interface card (NlC).

/ HBA is an application-specific integrated circuit (ASIC) board that performs l/O interface
functions between the host and storage, relieving the CPU from additional l/O processing workload.

/ A host typically contains multiple HBAs.

> A port is a specialized outlet that enables connectivity between the host and external devices. An
HBA may contain one or more ports to connect the host.

> Cables connect hosts to internal or external devices using copper or fiber optic media.

E.al{:ritiblQds6ddn *

c. .Differentiate Uw joumaling and non - joumaling file syste ^. [2 + I
Non-Joumaling fi le System:

Non journalingfile syslens cause a potential loss offiles because they use sepante \vrites 10 update thcir data lnd
metadata.

> Ifthe syst€m crashes during rhe write pocess, the metadata or data might be lost or corrupted.
> system reboots, the file system attempts to update the metadata structures by exarnining and repairing

them. This operation takes a long time on large file systems.

) If there is insufficient information to re-create the wanted or original structure, thc liles rnight bc
misplac€d or lost, resulting in comrpted file systems.

Joumaling file system:
> Ajownalinglik system uses a separate area called a log orjournal.
D Thisjoumal might contain all the data to be written (plrysrcal journal) or just the metadotu to l)e lpdatcd

(logicaljournal). Before changes ore made to lhelile {ystem, they are wrisen to this separate area.

I

\



F After thejoumal has been updated, the operation on the file system can be performed.
! Joumaling File systems is that they are slower than other file systems.
) This slowdown is the result ofthe extra operations that have to be performed on thejournal each time the

file system is changed.

OR

2, a with neat diagram, explain the components of ISs- f I Z + i +]
lntelligent Storage Systems are feature-rich RAID arrays that provide highly optimized l/o
processing capabilities.
> These storage systems are configured with a large amount of memory (called cache) and

multiple l/O paths and use sophisticated algorithms to meet the requirements of performance-

sensitive applications.
> An intelligent storage system consists of four key components Components of an lntelligent
Storage System Front End.

> The front end provides the interface between the storage system and the host.

> lt consists of two components: i. Front-End Ports ii. Front-End Controllers.

./ Front End

/ Cache

/ Back end

/ Physical disks.
> An l/O request received from the host at the front-end port is processed through cache and

the back end, to enable storage and retrieval of data from the physical disk.

> A read request can be serviced directly from cache if the requested data is found in cache.

> ln modern intelligent storage systems, front end, cache, and back end are typically

integrated on a single board (referred to as a storage processor or storage controller).

r.rdlrgrt abr.i. tr.t6

cln dL6 €onlolE

l.Front End:
F The front end provides the interface between the storaBe system and the host.

> lt consists of two components: front-end ports and front-end controllers.
) Typically, a front end has controllers for high availability, and each controller contains multiple

ports that enable large numbers of hosts to connect to the intelligent storage system.
) Front-end controllers route data to and from cache via the internal data bus.

) When the cache receives the write data, the controller sends an acknowledgment message

back to the host.

\-
.J

Fig:Components of an lntelligent Storage system.

2,Cache:



D Coche is semiconductot memory where doto is ploced tempororily to reduce the time required
to service l/O requests from the host.

! Cache improves storage system performance by isolating hosts from the usual delays
associated with rotating disks or hard disk drives (HDD).

> Rotating disks are the slowest component of an intelligent storage system.
> Data access on rotating disks usually takes several milliseconds because of seek time.
> AccessinB data from cache ls fast and typicallytakes less than a millisecond.
> On intelligent arrays, write data is first placed in cache and then written to disk.

3.Back End:
Y The bock end provides on intedoce between cache ond the physicol disks.
> lt consists of two components: back-end ports and back-end controllers.
) The back-end controls data transfers between cache and the physical disks.
) From cache, data is sent to the back end and then routed to the destination disk.
) Physical disks are connected to ports on the back end.
) The back-end controller communicates with the disks when performing reads and writes and

also provides additional, but limited, temporary data storage.

4.Physical Disk:
! Physical disks are connected to the back-end storage controller and provide stable data

storage.
> Modern intelligent storage systems provide support to a variety of disk drives with different

speeds and types, such as FC and flash drives.

b. What is a data center? Explain core elements, key characteristics and key manag€ment aaivities of data

u,n.f2+3+3+zJ
The data centff infi'astructure includes hardware components, such as computers, storage s)slents, network
devices, and power backups; and software components, such as applications, operating systems, and nranagcment
software.

Core Elements of a Data Center:
Five core elements are essential for the functionality of a data center:

Application: A computer program that provides the logic for computing operations
Detabesc Eaoagement system (DBMS): Provides a structured way to store data in logically organizcd
tables that are intenelated
Host or compute: A computing platform (hardware, firmware, and soflware) thxt runs nppli.irliL)ns and
databases.
Network: A data path that facilitates communicalion among various nehvorked deviccs.
Stonge: A device that stores data peEistently for subsequent use.
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Kev Characteristics ofa Data Cenler:
. ;ffie the availability of information when required.

. Security: Dala centers rn*, 
"'obli"h 

policies' procedures' and core element integration to prcvent

unauthorized acc€ss to information'
. scilability: Business growth oft"n'"qui'o deploying mote seryers' nerv applications' and addilional

databases. Data center .oo*""r'anoJfa """t"'u^ea-on 
requirements, withoul interruptilg btrsiness

operations.
. Performance: All the elements ofthe data center should provide best perfomrancc bascd on Ihe requircd

service levels.
. Data iotegrity: Data integrity refen to mechanisms' such as error correction codcs or rvhich ensure that

data is stoied and retrieved exactly as it was received'

. Affittl. ;; 
""nt". 

op".tio'J 
'"quire 

adequate resources to store and process large amortnts of data'

efliciently. When capacity ,aquiit'itn" increase'- the data 
^center 

tnust provide adJitionrrl ':rpacitr

*r,i"ri-li*.-p,f"g i*ifiUnid * *itt' rninitot ditruption' Capacity may be ntanaged by rcallocating

th€ existing resourc€s or by adding new resources'

. Manageability: e auta 
"ent"' 

skuld provide easy and integrated manasemcrlt o[ all ils elentcrtt'

Manageability can be achieved ;;;gh;;;;; and reduiion of humin (manual) intcrvention in

common tasks.

o

The key management activities include the following:

Monitoring:
ii'ir-. .oi i"ro* process of gathering information on various elements and services running in

a data center.

E The aspects of a data center that are monitored include security' performance' availability'

and caPacitY.
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Reportint:
tt is done periodically on resource performance' capacity' and utilization'

^"o"ii.gi.tr.t 
n"lp to establish business iustification and chargeback of costs associated with

data center operations.
Provisioning:
iiitl pt"."tt 

"t 
providing the hardware, software' and other resources required to run a data

center.
piorirloning a.tirities mainly include resources management to meet capacity' availability'

performance, and security requirements'

tr

tr

3.a.Explain the followins with apPropdate diagram' i)Nested RAID iD RAID 6 iiD RA D o [.A + 3 + 4
i)Ncsted RAID:

> Most data cetlteB require data redundancy and performance from their RAID arrays'

> RAID l+0 and RAID o*f 
"il,U-i* 

,t 
"'p'".fo#"n"" 

U"n"ntt of RAID 0 with the redunclancl be ellts of

RAID I.
> ff,"y ,r" triping and mirroring techniques and combine their benefits'

) These types of RAID ,"qri;; ;';;;;';umuer oraisr<s, trre minimum being four as shorr itr thc lollowirrg

Figure.

...t.*x.---------->.

(ruttr'

> RAID 1+0 is also known as RAID l0 (Ten) or RAID l/0. Similarly, RAID 0+l is also knorvn :ts I{AID

0 I or RAID 0/l .

> il;;;ii*b* that benefit from RAID l+0 include the following:

i. 'riiJ 6I*Ji.t rate online Transaction Proccssing (oLTP)

.} Lange messaging installations'
i. p"riU""" 

"pi'fi."tions 
with random access workloads'

.:. RAID l+0 is also called striP"d;;;'ih;;;ic element of RAID 1+0 is a nrirrored pair' r'rhich means

that dara is first minor"a ana ,"n Uotf, ..opio ottft" auo 
"t" 

striped across nrultiple disk drir e pairs in a

RAID set.
.!. When reptacing a failed drive, only the mirror is rebuilt'

EI6



> RAID l+0, consider an example ofsix disks
) forming a RAID l{ (RAID I first and then RAID 0) set. These six disks are paired into three sers oft\r'o

disks, where each set acts as a RAID I set (mirrored pair of disk).
> Data is then striped across all the three mirrored sets to form RAID 0.
/ Following are the steps performed in RAID l+0 Drives l+2: RAID I (Minor Set A)
/ Drives 3+4 : RAID I (Minor Set B)
r' Drives 5+6 = RAID I (Mirror Set C)
/ RAID 0+l is also called a mirrored stripe. The basic element ofRAID 0+l is a stripe.
r' This means that the process of striping data across disk drives is performed initially, and then the enrire

stripe is minored.
r' In this configuration ifone drive fails, then the entire shipe is fautted.
P Consider the same example of six disks to understand the working of RAID O+ I .

F Here, six disks are paired into two sets ofthree disks each.
> Each of these sets, in tum, act as a RAID 0 set that contains three disks and then these two sets are

minored to form RAID I -

r' Drives I +2+3 = RAID 0 (Stsipe Set A)
r' Dfives4+ 5 +6 :RAID 0 (ShipeSetB)

ii) RAID6
) RAID 6 works the same way as RAID 5, except that RAID 6 includes a second parity element to enable

survival iftwo disk failures occur in a RAID set.
> Advantage: The wdte penalty in RAID 6 is more than that in RAID 5 therefore, RAID 5 writes perfornr

better tlran RAID 6.
) Disadvantage: The rebuild operation in RAID 6 may take longer than that in RAID 5 due to the presence

of two parity sets:

i-1
r;-1
I-i:.'I

iii) RAID O

) RAID 0 configuralion uses data striping techniques, where data is striped across all the disks ryithin a
RAID set.

) Following Fig shows RAID 0 in an array in which data is striped across five disks.
F When the number of drives in the RAID set increases, performance improves because nrore data can be

read or written simultaneously.
) RAID 0 is a good option for applications rhat need high VO throughput.
) If these applications require high availability during drive failures, RAID 0 does not provide data

protection and availability.

L1 L::
ir



b.Explain compute vinualization. a S HJ
' It enables multiple operating systems to run concurently on single or clustered physical nrachines.

' This technique enables creating portable virtual compute systems called v rral artchincs /l,ll.t). Each VIvl runs an operating system and application instance in an inaccessible nranncr.

' Compurc virtualization is achieved by a virtualization layer that resides between the hard\rnrc and vinlral
machines. This layer is also called the lrypervrsor.

. Iie hypervisor provides hardware resourc€s, such as CPU, memory, and network to all the virtual
machines.

' Within a physical server, a large number of virtual machines can be created depending on the hardwarc
capabilities of the physical server.

' Physical server often faces resource-conflict issues when trvo or n]ore applications runnins on thc scrvcr
have conflicting requi rements.

. These issues are further compounded with an applicalion's high-availability requirenrcnrs. ,\s a resulr, rhc
servers are limited to serve only one application at a time, as shown in the follorving FigLrr.e.

B€fore compute virtucliza tiotr
) On the other hand, many applications do not take firll advantage of lhe hardware capabilitics availab[- to

them.
) Consequently, resources such as processors, memory, and storage remain underutilized. Conrpute

virtualization enables userc to overcome these challenges as shorv in the following Figure by allowing
multiple operating systems and applications to run on a single physical machine.

) This technique significantly improves server utilization and provides server consolidation.
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c.Explain the following interface protocols (i)IDE/ATA & Serial ATA (ii)SCSI & Serial SCSL f 1..* + lSl.
(iUDE/ATA & Serial ATA:

. IDE/ATA is a popular interface protocol standard used for connecting storage devices, such as disk drives
and CDROM drives.

. This protocot supports parallel transmission and therefore is also known as Parallel ATA (PATA) or
simply ATA.

. IDBATA has a variety ofstandards and names.

. The Ultra DMA"/133 version of ATA supports a thrcughput of 133 MB per second.

. The serial version of this protocol supports single bit serial transmission and is knorvn as Serial ATA
(sArA).

fi)SCSI & Seriat SCSI:
SCSI has emerged as a preferred cormectivity protocol in high-end computers.
This protocol supports parallel transmission and offers improved performance, scalability, and
compati bility compared to ATA.
SCSI supports up to 16 devices on a single bus and provides data lransfer rates up to 640 MB/s.
A newer venion ofserial SCSI (SAS 2.0) supports a data transfer rate up to 6 Cb/s.

OR

4. a.Explain any 2 techniques on the basis ofwhich RAID levels are define. [e + S3
RAID techniques:

l. striping

2. minoring

3.parity

I Striping:

D Striping is o achnique to spreod dda across mrltiple dives (more than one) to use the drives in parallel.

D All the read-write heads wori( simultaneously, allowing more data to be processed in a shorter time and

increasing performance, compared to reading and writing from a single disk.

D Within each disk in a RAID set, a predefined number ofcontiguously addressable disk blocks are defined

as a strip.

D The set of aliged strips thd spans acrans all the disk within the RAID set is called a srips

Ytrnrlatbr t E (tlw..slor,
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)> Strip size (also called stripe depth) describes the number ofblocks in a strip and is the ma\inrunl rrnounl of

data that can be *ritten to or read from a single disk in the set assuming that the accessed data stans at thc

beginning ofthe strip.

D All strips in a stripe have the same number ofblocks.

F Having a smaller strip size means that data is broken into smaller pieces while sprcad across the disks.

l-r i-1 :-:n

2.Mirroring:

D Mirroring is a technique whereby the same datq is stored on bro different disk drives. yielding t!\'o copies

ofthe dara. Ifone disk drive failure occurs, the data is inlact on the surviving disk drive.

) When the failed disk is replaced with a new dislq the controller copies the data from the surli\ ing disk of

the mirored pair.

) This activity is clear to the host.

) In addition to providing complete data redundancy, miroring enables fast recovery liom disk failure.

* Limitation:

D Mirroring involves duplication of data -the amount of storage capacity needcd is t\\ icc lhc arnourt ,trl'

data being stor€d. Therefore, mirroring is considered expensive

) Minoring improves read performance because read requess can be serviced by both disks.

D However, write performance is slightly lower than that in a single disk because each rvrite request

manifests as two writes on the disk drives. Mirroring does not deliver the samc levcls of rvrite perlirrntance

as a striped RAID.



I'l irroring

Disks

Hgrs. }]: Mimmd dd(s in an arrq

3.P{rity:

> Padty is a redundancy technique lhat emures protection of data without maintaining a full set ofduplicate

data

) Calculation ofparity is a funaion ofthe RAID controller.

) Calculation ofparity is a function oflhe RAID controller.

D.ta Pa,ity Dirk
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b Explain virtualization &cloud computin e. f2- S + Z's]
D Virtualization is a technique ofabstracting physical resources, such as compute, storage, and network, and

making them appear as logical rcsources.

) Common examples ofvirunlization are viraral memory used on compute systems and panitioning ofraw

disks.

> Virtualization enables group ofphysical resources and providing an combined view ofthe nraterial

resource capabilities.

D Virtual resources can be crEated and provisioned from the shared physical resources.
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> In today's fast-paced and competitive envirorunent, organizations must be agile and flexible to rneet
changing ma*et requirements. This leads to rapid expansion and upgrade ofresources whirc nreering
budgets.

) Cloud computing, addresses these challenges efficiently.
) cloud computing enables individuals or businesses to use IT resources as a service over rhe netrvork.
) It provides highly scarabre and flexibre computing that enabres provisioning ofresources on dcnrand.
! Users can scale up or scale down the demand ofcomputing resources, including storage capacity, rvith

minimal management effofi or service provider interaction.
D cloud computing enabres consumption-based metering; therefore, consumers pay onry for the resources

they use, such as CpU hours use4 amount ofdata transferred, and gigabltes ofdata stored.

c. Explain any 2 software components that are essential parts ofa host system. f Z.S + l- SJ 
,Operatint System

> rn a traditionar computing environment, an operating system contrors a, aspects of computing
> lt worfts between the application and the physical components ofa compule system.
> rn a virtuarized compute environment, the virtuarization rayer works between the operaling
system and the hardware resources.

Functions of OS

> data access

> monitors and responds to user actions and the environment
> organizes and controls hardware components

> manages the allocation of hardware resources

> lt provides basic security for the access and usage of all managed resources
> performs basic storage management tasks

> manages the file system, volume manager, and device drivers.
Memory Virtualization

> Memory has been, and continues to be, an expensive component of a host.
> lt determines both the size and number of applications that can run on a host.
> Memory virtuarization is an operating system feature that virtuarizes the physicar
memory(RAM) of a host.

> lt c,eates virtual memory with an address space larger than the physical memory space
present in the compute system.

> The operating system utirity that manages the virtuar memory is known as the virtuar memory
manager (VMM).

> The space used by the VMM on the disk is known as a swap space.



> A swap space (also kno\ rn as page file or swap file) is a portion of the disk drive that appears

to be physical memory to the operating system.

> ln a virtual memory implementation, the memory of a system is divided into contiguous blocks

of fixed-size pages.

> A process knor/n as paging moves inactive physical memory pages onto the swap file and

brings them back to the physical memory when required.

Device Drivers

> A device driver is special software that permits the operating system to interact with a specific

device, such as a printer, a mouse, or a disk drive.

Volume Manager

> ln the early days, disk drives appeared to the operating system as a number of continuous disk

blocks. The entire disk drive would be allocated to the file system or other data entity used by the

operating system or application.

Disadvantages:

/ lack of flexibility.

./ When a disk drive ran out of space, there was no easy way lo extend the file system's size.

/ as the storage capacity of the disk drive increased, allocating the entire disk drive for the file

system often resulted in underutilization of storage capacity Solution: evolution of Logical Volume

Managers (LVMs)

> LVM enabled dynamic extension of file system capacity and efficient storage management.
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r. a. Explain FC protocol stackwith neat diagram. [O Z + e S\
Fibre Channel Protocol Stack:

. FCP defines the communication protocol in five layers:

. FC-0 through FC-4 (except FC-3 layer, which is not implemented).

. In a layered communication model, the peer layers on each node talk to each other through defined
protocols.

lGb/r l6b/r t5GUt

Err Hr: tur Gdrd Foro(d r.d

. FC4 is the uppermost layer in the FCP stack.

. This layer defines the application interfaces and the way Upper Layer Protocols (ULPs) are

mapped to thie lower FC layers.
. The FC standird defines several protocols that can operate on the FC-4 layer.
. Some ofthe protocols'include High Performance Parallel lnterface (HlPPl) Framing Protocol,

Enterprise Storage Connectivity (ESCON), Asynchronous Transfer Mode (ATM),
. FC-2 Layer
. The FC-2 layer provides Fibre Channel addressing, structure, and organization of data (frames,

sequences, and exchanges).
. lt also defines fabric services, classes of service, flow control, and routing.
. FC-1 Layer
. The FC-1 layer defines how data is encoded prior to transmission and decoded upon receipt.
. At the transmitter node, an 8-bit character is encoded into a 10-bit transmissions character.

This character is then transmitted to the receiver node.
. At the receiver node, the 10-bit character is passed to the FC-l layer, which decodes the 10-bit

character into the original 8-bit character.
. FC links with speeds of 10 Gbps and above use 64-bit to 66-bit encoding algorithms.
. FC-O Layer
. FC-O is the lowest layei in the FCP stack. This layer defines the physical interface, media, and

transmiisiorlof bits.
. The FC-o speEificetio; includes cables, connect- tors, and optical and electrical parameters for

a variety 0f data rates;

u. What is zbnitg? Explainlhe types of zoning with neat diagram fO I + e S3
Zoning isan FC switch function that enables node pons rvithin the thbric to be logically segntented into
groups and to communicate with each other within the group.

ta-4 uppe, t yer Protocol r'{.pDiig

fc-I

fc-l



Types of mning
Zoning can be categorized into three types:

1. Port zoning:
. Uses the physical address of switch ports to define zones'
. ln port zoning, access to node is determined by the physical switch port to wh'ch a node is

connected.
. The zone members are the port identifier (switch domain lD and port nurnber) to which HBA

and its targets (storage devices) are connected.
. lf an HBA or storage device port fails, an administrator just has to replace the failed device

without changing the zoning configuration.

2.WWN zoning:
Uses World Wide Names to define zones.

The zone members are the unique WWN addresses of the HBA and its targets (storage

devices).
A major advantage of WWN zonin8 is its flexibility.
WWN zoaing-allows nodes to be moved to another switch port in the fabric and maintain

conncctivity to'ftS iOnE parthers without having to modify the zone confi8uration.

3.Mixed ,onhg: '
ComtinelthC,quitfties Of both WWN zoning and port zoning.

Usirumifed zoning enables a specific node port to be tied to the WWN of another node

rN t (wlli rd) : rao.:n:@ro :0 o(
- z!rc: ('..14..1 : r5{, r5.r1
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c Explain IVITBF and MTTR. L3+ 3J

Mean Time Between Failure (MTBF):
.!. It is the average time available for a s) stem or componenl I o n('rthrn il. nornr I I oirerillions b.l\\('('n

failures.
* lt is the measure ofsystem or component reliabilit) and is ttsLt'tlN erPrc::ed in ltc'ttt's'

Mean Time To Repair (MTTR):

> lt is the average time required to repair a failed component.

) While calculating MTTR, it is assumed that the fault responsible for the failure is correctly

identified and the required spares and personnel are available.

t.l



> A fault is a physical defect at the component level, which may result in information
unavailability.

) MTTR includes the totaltime required to do the following activities:
.:. Detect the fault, the repairs team, diagnose the fault, obtain the spare parts,test, and restore

the data.

Ii.E to qEir a iln tih.

t.l n
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nn. kts hilu6 or upli,ne

> lA is the time period during which a system is in a condition to perform its intended function
upon demand.

> lt can be expressed in terms of system uptime and downtime and measured as the amount or
percentage of system uptime:

* lA = system uptime/ (system uptime + system downtime)
Where

O system uptime is the period of time during which the system is in on accessible state;
0 when it is not accessible, it is termed as system downtime.
El ln terms of MTBF and MTTR, lA could also be expressed as

O lA = MTBF/ (MTBF + MTTR)

OR

2. a. ExDhin BCptanninglife 
"y"1". f8N\> The conceptualization to the realization of the BC plan, a life cycle of activities can be defined

for the BC process.

> The BC planning life cycle includes five stages

1. EstablishinB objectives
2. Analyzing
3. Designing and devetoping
4. lmplementing
5. Training, testing, assessing, and maintaining

1. Establish otjectives:
> Determine BC requirements.
> Estimate the scope ahd birdget to achieve requirements.
> Select a BC team that includes subject matter experts from all areas of the business, whether

internal or external.

I
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Create BC policies

2. Analysis:
) Collect information on data profiles, business processes, infrastructure support, dependencies,

and frequency of using business infrastructure.
> Conduct a Business lmpact Analysis (BtA).
> ldentify critical business processes and assign recovery priorities.
) Perform risk analysis for critical functions and create mitigation strategies.
) Perform cost benefit analysis for available solutions based on the mitigation strategy.
> Evaluate options.

3. Design and develop:
> Define the team structure and assign individual roles and responsibilities
> Design data protection strategies and develop infrastructure.
> Develop emergency solutions.
) Develop emergency response procedures.
) Detail recovery and restart procedures.

4. lmpiement:
> lmplement risk management and mitigation procedures that include backup, replication, and

mbnagement of resources.
> PrEparC the disaster recovery sites that can be utilized if a disaster affects the primary data

cmtei. : .- -.
> lrnpiefnElit'f€d0rtdancy for every resource in a data center to avoid single points of failure.

5. Train; fe3tiassess, and maintain:
> Train the employees who are responsible for backup and replication of business-critical data

ont-rdgular 6asis'or whenever there is a modification in rhe BC ptan.
> Tain employee3 on ernergencyresponse procedures when disasters are declared.
> Train the'recovery teamoR IeCOvery procedures based on contingency scenarios.
) Perform dahage-assEi3nlent processes and review recovery plans.
> Test thd BC plarl leguldrly ff evaluate its performa nce and identify its lim itations.
> Ass€ii'ttE petfdrhiancd:rEpons a nd identify I im irati on s.

> Update the BC plans and recovery/restart procedures to reflect regular changes w,thin the
datfcahterl

H'Jjlirl"Dlift}[1t*",, 
the idea to resolr ing singrc 1,oinr o[ railure rvith near

Asingle point offoilure1efers to the Joilure oJ u t'otttltott, tt tllttt t ttn I!nttitldt! th, arailabilitr ol the
entire system or IT service,

Resolving Slngle Points of Fallure:
) To mitigate single points offailure, systems are desie.ncd rr rth redrrrrdancl. such thar the s)'stetn tails onl)

ifall the components in the iedundancy group [ail.
) This ensures that the failure ofa single component does ror lll.cr .!ata rr ailabilitr.
> Data centers follow stringent guidelines to implernent tirrlt Ir.rlcrarrcc lbr uninrerrullted intbrnration

availabiliry.
> Cq.l!flf}t? ii performed to eliminate every single point of lailure.



)> Configuration of redundant HBAS at a server to mitigate single HBA failure.
> Configuration of NIC (Network lnterface Card) teaming at a server allows protection against

single physical NIC failure. lt allows grouping of two or more physical Nlcs and treating them as

a single logical device. With NIC teaming, if one of the underlying physical Nlcs fails or its cable

is unpluBged, the traffic is redirected to another physical NIC in the team. Thus, NIC teaming
eliminates the single point offailure associated with a single physical NIC

> Configuration of redundant switches to account for a switch failure.
> Configuration of multiple storage array ports to mitigate a port failure.
> RAID and hot spare configuration to ensure continuous operation in the event of disk failure.

> lmplementation of a redundant storage array at a remote site to mitigate local site failure.
> lmplementing server (or compute) clustering, a fault-tolerance mechanism whereby two or

more servers In a cluster access the same set of data volumes. Clustered servers lf one of the

servers or hypervisors fails, the other server or hypervisor can take up the workload.
> lmplementing a VM Fault Tolerance mechanism ensures BC in the event of a server failure.

This technique creates duplicate copies of each VM on another server so that when a VM

failure is detected, the duplicate VM can be used for failover. The two VMs are kept in

synchronization with each other in order to perform successful failover.

1r' : B

c. Define i) Accessibility ii) Reliabilify iii) Tinte liness
i) Accessibility
lnformation should be accessible at the right place, to the right user.

fg"3 [s^E

ii) Reliability _.. - ..

lnformation should be reliable and conect in all aspects. ll is "the same" as r|hat uas stored, ard there is

no alteration or com.ration to the information.

iii) Tineliness
Defines the exact mom€nt or the time window (a panicular time ofthe day. u'eek, tnonth, and year as

specified) during which information must be accessible.

3. a.With neat diagram explain Backup and Restore operations. [S+SJ
> Backrp is an addtlitnal copy'6f production data. created and retained for the individual purpose of

recovering lost or corrupted data.

> Hot backup and cold backup are the two methods set up for a backup.

tr
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> Hot bockup, the opplicotion is up-ond-running, with users occessing their tloto during the
backup process.

This method of backup is also referred to as an online backup.
A cold bockup requires the opplicotion to be shut down during the backup process.
Hence, this method is also referred to as an offline bockup.
The hot backup of online production data is challenging because data is actively used and
changed. lf a file is open, it is normally not backed up during the backup process.
ln such situations, an open file ogent is required to bock up the open file.

These agents interact directly with the operating system or application and enable the creation
of consistent copies of open files.
Disadvantase: Associated with a hot backup is that the agents usually affect the overall
application performance.
Consistent backups of databases can also be done by using a cold backup
This requires the database to remain inactive during the backup.
Disadvantage: cold backup is that the database is inaccessible to users drrring the backup
process.

A point-in-time (PlT) copy method is deployed in environments in which lhe impact of
downtime from a cold backup or the performance impact resulting from a hot backup is
unacceptable.
The PlT copy is created from the production volume and used as the source for the backup.
Thls reduces the impact on the production volume.
TO?RSUrt conSistehcy, it is not enough to back up only the production data for recovery.
Celt{inittribtfes and properties attached to a file, such as permissions, owner, and other
nietadat5;alsu'need to be backed up.
ThesC aftllbUtea are as important as the data itself and must be backed up for consisrency.
Bare-metal rdaovery'(B[\4 R) iefers to a backup in which all metadata, system information, and
applicatioR configuratiarhs ar'e-appropriately backed up for a fu system recovery
BMR builds the basesYstem, which includes partitioning, the file system layout, the operating
systern, the applicetiona;endalrthe relevant conf igurarions.
BMR recdversthe baSi: systerf first before starting the recovery of data files.

Backup and Restore Operations:

,. r.l.&rnt/
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b.ListandexplainBackupTopotogies. IW 2t1 + Fff tslv]'
Three basic topologies are used in a backup environment
I Direct-attached backup
2 LAN-based backup
3 SAN-based backup

4. Mixed topology is also used by combining LAN-based and SAN-based topolor:ics.

I Direct-attached backup
> As the environment grows, there will be a need for centralized rnanagenlent anrl shrring ofbackup

devices to optimize costs.
i An appropriate solution is required to share the backup der ices arnrrng nrultiplc iel crs.

Metadata Ba(kup

Data

LAI\

Backup rppticailiserver
/stomge Node

/Eaclup Client

aactup

DeviceS€rver

Iigure l0-r: Dired-attadred bxkup topology

' Il

' :^' ::. -

2 LAN-based backup
D The data to be backed up is transferred from the backup client (source) to the backup device (desrinationl

over the LAN, which might affect network performance.

I

E
---+

FlSur re+ l.,l-b6.d b.dl+ topdon .- -

3 SAN-based backup

I

,

s.cksp alaaii

: . - . . . . . . . . . . . . , . . . . . . r . . ; : . . : . .



?

The backup
LAN.

data traffic is restricted to the SAN. and onll rhe

ofmetadata is insignificant when conrpared ro rh

bilckup nrr'tadata is transponed over the

nSu't lGt& Mired ba.kup topolo8y

e nrarrufacture data: rlte LAN perfbrntance is
this configuration.

low-cost disks as a backup medium has enabled disk arrays ro be anached to the SAN
devices.

retention.
data backups on the disks can be crearcd and shipped ollsire for disaster recorerr

Riue lG9: SA[bn5€d badup lopology

4.Mixed topology is also used by combining LAN-based nn(t SA\-basc(l ropologicr.

^pci.,.on 
s. tu.r r r

This topology might be implemented for several reasons,

lncluding cost,
Server location,
Performance considerations.

OR

4.a List and exptain the methotts of deduptic 
^tir^. f42t 2 rt + Ef p Z $
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Dats Deduplication Methods:

F Therc are two methods ofdeduplication:

D File level.

) Subfile level.

File leYel.

> File-level'deduplication (also called single-instance storage) detects and removes redundant copies ol

identical.files.

> It enables storing only one copy ofthe file the subsequent copies are replaced rvith a pointer lhat points lo

the original file.

D FileJevel deduplication is simple and fast but does nor address the problem ofcltrplicate content inside the

files.

Subfile.leveL

F Subfile deduplicatio4 breals thefi le into smqller cht tks dnLl rlrt,rt zrt'r 4 spccialized algorithnr lo ddecl

redundant data within and across the fi le.

> As a result, subfile deduplication eliminates duplicate data across files'

) There are two forms ofsubfite deduplication:

I Fixed-length block

2 Variable-lenglh segments.

l.The fued-length block deduplication divides the files intofxed /eirgl,/r blocks and uses a hash algorithnr to tind the

duplicate data.. 
-:

> Afthoggh:impl9 in design, fixedJen$h blocks might miss many opponunities to discover redundant data

because the block boundary of similar data might be different-

2.ln variable-length segment deduplication, if there is a change in tlrc scKmetlt./,he boundirl]' for only that segm!'t]r

is adjusted, leaving$e remaining segments unchanged.

) This method yastly improves the ability to find duplicate data segments compared to fixed-block.

b Withneat diagram explain Traditional VM and Image-blrsed bacl<uJr'

) There are two approaches for performing a backup in a vinualized environnletlt:

; The q{diton9l backuP aPProach and

/ ThEunage"based backup-approach.

ft* +ErP 6\

''a-ta|-;r 'ta' a., " ;ca; ."
> l14;p rraditiona! backup approach, a buckup agent is ittsrdletl cithcr ott thsrinual nrachine (VM ) or on

t{e hypervisor,'-

D lf-thebac*up agentis instal]ed on a VM, the VM appears as a ph1'sical server to the agenl'

! The backup agent installed on.the VM backs up devices.



) The agent does not capture VM files, such as rhe virrual IIIOS lilq. \'\l \\\.rp tllc. loss.and

configuration files.

) Therefore,foraVMrestore,auserneedstotnantralllrc-creatrrlrr'\\l irnrl th.rrjrt()radalaorrtoit

> Ifthe backup agent is installed on the hypervisor. the VNts appeilr'as sc'r ol-tllc! ro lhe agenr.

) So, VM files can be backed up by perlorming a file systenr backrrp lrrrnr ir hylcrr rsrrr'.

Disadvantage:

) The traditional backup method can cause high CPU utilization ot) rh. \cf\cr beirrr backed up.

> the backup should be performed when the server resoulces,uc iJlc or Jurinr.l it lorr rulir irr pen()d ()r rh!

network.

Saalup rgent run,
(rl lrdr VI

8a*up.gent runr

on Hypanisor

Rp,r to.it: Tndirionalnl badip

D lnage-based backup operqtes at the hypen'isor !elel untl Ltr<,nri,tlh rLtke, asl,irl,,rrl ()fthe V\l
> lt creates a copy ofthe guest OS and all the data lssociateii rrir:r ir (\,r.rl)\lrr)t ol \'\l .li.l ti lesr. irrclrrLlirrr

the VM state and application configurations.

! The backup is saved as a single file called an 'image." nnd lhis iurirse i5 nrountd(l ol rh.' separarc phr ric.rl

machine-proxy server, which acts as a backup client.

i This eflectively loads the backup processing lront lhe lrr Pclr r',,r .,lrl riililb.s rlrr lorul orr lhc 1,r.r,rr relr. r

thereby reducing the impact ro VI\4s running on rhe hy perr i,r,,

) tmage-based backup enables quick restorarion ot a ! ivl

l-m

i;trii;

wtf;t
!Yra!1lr

t
Ei

- rrronos.fr _. roriF
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1. a. with a neat diagram explain iSCSI Topologies .

iscSl Topoloqies

o Two topologies of iscsl implementations are native and bridged'

. Native topology does not have FC components.

. The initiators may be either directly attached to targets or connected through the lP network.

. Bridged topology enables the coexistence of FC with lP by providing iSCSI-to-FC bridging

functionality. For example, the initiators can exist in an lP environment while the storage

remains in an FC environment.

Native iSCSI Connectivity

. FC components are not required for |SCSI connectivity if an iscsl-enabled array is deployed.

o In Fig (a), the array has one or more |SCSI ports configured with an lP address and is connected

to a standard Ethernet switch.
. After an initiator is logged on to the network, it can access the available LUNS on the stbrage

array.
o A single array port can service multiple hosts or initiators as long as the array port can handle

the amount of storage traffic that the hosts generate'

Bddged |SCSI ConnectivitY

o A bridged iSCSI implementation includes FC components in its configuration.

r Fig (b), illustrates |SCSI host connectivity to an FC stordge array. ln this case, the array does not

have any iSCSI ports. Therefore, an external device, called a Eateway or a multiprotocol router,

must be used to facilitate the communication between the |SCSI host and FC storage.

. The gateway converts lP packets to FC frames and vice versa.

o The bridge devices contain both FC and Ethernet ports to facilitate the communication between

the FC and lP environments.
o tn a bridged iSCSt implementation, the iSCSI initiator is configured with the gateway's lP address

as its target destination.
. On the other side, the gateway is configured as an FC initiator to the storage array'

Combining FC and Native |SCSI Connectivity:

. The most common topology is a combination of FC and native iscsl. Typically, a storaSe array

comes with both FC and iSCSI ports that enable |SCSI and FC connectivity in the same



environment,
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iscsr H8A

iSCSI Port

iSCSt Port

tn
lruy

Storage ArreY

shown

IP
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b. With a neat diagram explain FCIP protocol attack and Encapsulation'

FCIP Protocol stack

oTheFC|PprotocolstackisshowninFigbelow.Applicationsgeneratescslcommandsanddata,
which are processed by various layers of the protocol stack'

.TheupperlayerprotocolscslincludestheSCS|driverprosramthatexecutestheread.andwrite

. iilI1lf;asr tayer is the Fibre channet protocot (FCP) layer, which is simplv a Fibre chlnnel

frame whose PaYload is ScSl'

FC SAN

FC sAN

!i
ffi

1Serv€r

IA

ee

r

,IP

: !'aE\-
Scrv.ra 
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FC Port



The FCP layer rid
run natively with
into the lP pack(

esont
inaSA

op of the Fibre Channel transport layer. This enables the FC frar\es to

N fabric environment. ln addition. the FC frames can be encaosulated

FC Frafte

The FCIP layer encapsulates the Fibre channel frames onto the lP payload and passes them to

the Tcp layer (see Fig). TCP and lP are used for transporting the encapsulated information across

Ethernet, wireless, or other media that support the TCP/IP traffic' r

Encapsulation of FC frame into an lP packet could cause the lP packet to be fragmented when

the data link cannot support the maximum transmission unit (MTU) size of an lP packet.

when an lP packet is fragmented, the required parts of the header must be copied by all

fragments.
when a TcP packet is segmented, normal TcP operations are responsible for receiving and

resequencing the data prior to passing it on to the FC processing portion of the device'

FC Frame

fClP Encapsulation

IP Packel

Fig FCIP encapsulation

c..Define NAS. Explain its components.

. NAS is an lP based dedicated, high-performa nce file sharing and storage device'

. Enables NAS clients to share files over an lP network.Uses network and file-sharing protocols to

provide access to the file data.
. Ex: common lnternet File System (clFS) and Network File System (NFS).

Components of NAS

o NAS device has two key components (as shown in Fig 2.33): NAS head and storage'

. ln some NAS implementations, the storaBe could be external to the NAS device and shared with

other hosts.

'r
I
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TCP
Header

FClp
Header tP ?ryltid
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NAs head includes the followinB components

. CPU and memory

. one or more network interface cards (Nlcs), which provide connectivity to the client network'

o An optimized operating system for managing the NAS functionality. lt translates filelevel

requestsintoblock.storagerequestsandfurtherconvertsthedatasuppliedattheb|ocklevelto
file data
. NF CIFS, and other protocols for file sharing'

.lndustry.standardstorageprotocolsandportstoconnectandmanagephysicaldiskresources
TheNASenvironmentincludesclientsaccessingaNASdeviceoveranlPnetu'orkusing
filesharing Protocols.

Nf5
UNIX Cli.nt

atrs

NAS Device

Components of NAs

OR

2. a. With a neat diagram explain iSCSI protocol stack '

iSCSI Protocol Stack

FiB2.23displaysamodeloftheiscslprotocollayersanddepictstheencapsulationorderoftheSCSI
commands for their delivery through a physical carrier'

I
I

NA5 O€vice 05

NFS l ctf5



Fig 2.23: |SCSI protocol Sack

o scSl is the command protocol that works at the application layer of the open sYstem

lnterconnection (oSl) model.

. The initiators and targets use scsl commands and responses to talk to each other.

o The scsl command descriptor blockt data, and status messaSes are encapsulated into TcP/lP

and transmitted across the network between the initiators and targets'

. |SCSI is the session-layer protocol that initiates a reliable session between devices that recognize

SCSI commands and TcP/lP.

. The |SCSI session-layer interface is responsible for handling login, authentication, target

discovery and session management.

. TCP is used with iSCSt at the transport layer to provide reliable transmission'

. TCP controls message flow, windowing, error recovery and retransmission'

. lt relies upon the network layer ofthe OSI model to provide Slobal addressing and connectivity.

. The Layer 2 protocots at the data link layer of this model enable node-to-node communication

through a physical network.

b. Define FCOE. Explain its key components.

FCoE {Fibre Channel over Ethernetl

. Data centers typically have multiple net\ivorks to handle various types of l/O traffic -
forexample, an Ethernet network for TCP/IP communication and an FC network for FC

communication.
o TCp/lp is typically used for client-server ccmmunication, data backup. infrastructure

management communication, and so on'

. FC is typically used for moving block-level data between storage and servers'

The key components of FCOE are :

1. Converged NetworkAdaptors(CNA)

2. Cables

3. FCOE Switches '

ConverEed Network Adaotors(CNAI

o A CNA provides the functionality of both a standard NIC and an FC HBA in a single adapter and

consolidates both types of traffic. cNA eliminates the need to deploy separate adapters and

cables for FC and Ethernet communications, thereby reducing the required number of server

slots and switch Ports.
o As shown in Fig below, a CNA contains separate modules for 10 Gigabit Ethernet, Fibre Channel,

and FCoE Application Specific lntegrated Circuits (ASlCs). The FCoE ASIC encapsulates FC frames

into Ethernet frames. One end of this ASIC is connected to 10GbE and FC ASICs for server

connectivity, while the other end provides a 10GbE interface to connect to an FCoE switch.



t

Fig : Converged Network Adapter

Cables

There are two options available for FcoE cabling:

1. Copper based Twinax.

2. standard fiber optical cables.

A Twinax cable is composed of two pairs of copper cables covered with a shielded casing. The

Twinax cable can transmit data at the speed of 10 Gbps over shorter distances up to 10 mcters.

Twinax cables require less power and are less expensive than fi ber optic cables.

The Small Form Factor Pluggable Plus (SFP+) connector is the primary connector used for l:CoE

links and can be used with both optical and copper cables.

FCoE Switches r

An FCoE switch has both Ethernet switch and Fibre Channel switch functionalities.

As shown in Fig below, FCoE switch consists of:

1. Fibre channel Forwarder (FCF),

2. Ethernet Bridge,

3. set of Ethernet ports

4. optional FC ports

o The function of the FCF is to encapsulate the FC frames, received from the FC port, into the l:CoE

frames and also to de-encapsulate the FCoE frames, received from the Ethernet Bridge, to the

FC frames.
. Upon receiving the incoming traffic, the FCoE switch inspects the Ether type (used to indicate

which protocol is encapsutated in the payload of an Ethernet frame) of the incoming framep and

uses that to determine the destination.



. tf the Ether type of the frame is FcoE, the switch recognizes that the frame contains an Fc payload and

forwards it to the FcF. From there, the Fc is extracted from the FcoE frame and transmitted to Fc sAN

over the Fc ports.

. lf the Ether type is not FcoE, the switch handles the traffic as usual Ethernet traffic and forwards it

over the Ethernet Ports.

Fig: FCoE switch generic architecture

c. Explain i)CIFS i0NFS

ilcommon lnternet File svstem (ClFSl

. CIFS is a client-server application protocol

. lt enables clients to access files and services on remote computers over TCP/IP'

. lt is a public, or open, variation of server Message Block (SMB) protocol'

o lt provides following features to ensure data integrity:

. lt uses file and record locking to prevent users from overwritinS the work of another user on a

file or a record.

o lt supports fault tolerance and can automatically restore connections and reopen files that were

open prior to an interruption, This feature depends on whether an appliGtion is written to take

advantage of this.

o CIFS is a stateful protocol because the CIFS server maintains connection information regarding

every connected client. lf a network failure or CIFS server failure occurs, the client receives a

disconnection notification. user disruption is minimized if the application has the embedded

inteltigence to restore the connection. However, if the embedded intelligence is missing, the

user must take steps to reestablish the clFs connection.

. Users refer to remote file systems with an easy-to-use file-naming scheme:

. Eg: \\server\share or \\servername.domain.suffix\share.

ii) Network File Svstem (NFSI

. NFS is a client-server protocol for file sharing that is commonly used on UNIX systems.

. NFS was originally based on the connectionless User Datagram Protocol (UDP)'



. lt uses Remote Procedure Call (RPC) as a method of inter-process communication between tiwo

computers.
o The NFS protocol provides a set of RPCS to access a remote file system for the following

operations:
o Searching files and directories
. opening, reading, writing to, and closing a file
. Changing file attributes
o Modifoing file links and directories
. NFS creates a connection between the client and the remote system to transfer data.
. NFSV3 and earlier is a stateless protocol .

o lt does not maintain any kind of table to store information about open files and associ,lted
pointers. Each call provides a full set of arguments - a file handle, a particular position to read or
write, and the versions of NFS - to access files on the server.

Currently, three versions of NFS are in use:

1. NFS veBion 2 (ftlFSv2l: Uses UDP to provide a stateless network connection between a client and a

server, Features, such as locking, are handled outside the protocol.

2. NFS version 3 (NFSv3): Uses UDP or TCP, and is based on the stateless protocol design. lt includes

some new features, such as a 64-bit file size, asynchronous writes, and additional file attributes to
reduce refetching.

3. NFS veEion 4 (NFSv4): Uses TCP and is based on a stateful protocol design. lt offers enhanced

security. The latest NFS version 4.1 is the enhancement of NFSV4 and includes some new features, such

as session model, parallel NFS (pNFS), and data retention.

3.a. With neat diagram explain storage security domains and threats in an application access domain,,

StoraEe Securiw Domains

To identify the threats that apply to a storage network, access paths to data storage can be

categorized into three security domains: application access, management access, and backup,

replication, and archive.

Fig 5.1 depicts the three security domains of a storage system environment.

av!arT agernent

l1Application

Data Storage



Storage securitY domains

The first security domain involves application access to the stored data through the storage

network.

The second security domain includes management access to storage and interconnect devices

and to the data residing on those devices. This domain is primarily accessed by storage

administrators who configure and manage the environment.

The third domain consists of backup, replication, and archive access. Along with the access

points in this domain, the backup media also needs to be secured'

Securinq the ApDlication Access Domain

. The application access domain may include only those applications that access the data

through the file system or a database interface.

. An important step to secure the application access domain is to identify the threats in the t

. environment and appropriate controls that should be applied.

lmplementing physical security is also an important consideration to prevent media theft.

Fig 5.2 shows application access in a storage networking environment.
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a Host A can access all v1 volumes; host B can access all v2 volumes' These volumes are classified

,'J.orJing ao ,n" .ccess level, such as confidential' restricted' and public'

Some of the possible threats in this scenario could be host A spoofing the identity or elevating to

the privileges of host B to gain access to host B's resources' Another threat could be that an

unauthorized host gains access ; the network; the attacker on this host may try to spoof the

identity of another ttost anA tamp-e' *ni tft" ato' tnoop the network' or execute a DoS attack'

Also any form of media theft could also compromise security' These threats can pose several

seriouschallengestotnenetworksecurity;therefore'theyneedtobeaddressed'

b. With neat diagram explain Fc SAN security architecture and its protection strategies

FC-sAN .--,n L^.^.r ^6r.'^rt <

o Traditional FC SANS have an inherent security advantage over lP-based networks'

o An FC SAN is configured as an isolated private environment with fewer nodes than an tP

Fc SAN SecuritY Architecture

. Storage networkin8 environments are a potential target for unauthorized access' theft' and

misuse because of tn"-'*in"" and complexity of these environments' Therefore' security

strategies are based on the defense in depth concept' which recommends multiple integrated

layersofsecurity'fni'"n"'"'tt'utthefailureofonesecuritycontrolwillnotcompromisethe

network.

assets under Protection'

Fig 5.5 illustrates various levels (zones) of a storage networking environment that must be

se-cured and the security measures that can be deployed'

bs

Fig 5.5: FC SAN security architecture

Table 5.1 provides a comprehensive list of protection sttategies that must be implemented in

various security.on"'' sotn" of ittJ 
'"-t'-'ity 

tn"tntnitms listed in Table 5'1 are not specific to

d;



sAN but are commonly used data center techniques. For example, two-factor authentication is

implemented widely; in a simple implementation it requires the use of a username/password

and an additional security component such as a smart card for authentication'

Table 5.1 : list of protection strategies

Zone A (Authenlication
at the Management
Comole)

(a) Restricl management LAN access to authorized users

(lock down MAc addresses); (b) implement vPN tun'
neling for secure remote ac(ess to the management
[AN; lnd (c) use two-factot authentication for netwott
a(cess.

Block inappropriate traffi( by (a) filtering out addresses
that should not be allowed on your LAN; and (b)
screening lor allowable protoro$ block ports that are

not in use-

Zone B (Firewall)

Authenticate users/administrdtors of FC switdles usittg
Remole Authentication Dial ln User Senice (RADlLft,
DH-CltAP (Oilfi e-Hellman Challenge Handshake
Authentication Prolo<ol), and so on.

Reslrict Fabdc access to legitimate hosts by (a) imple-
menting ACL5: Known HBA5 €an connect on specific
switch ports only; and (b) imPlementing a secure zon-
ing method, such as polt zoning (also known as hard
zoning).

zone o (Host to switch)

zone E (Switch to
Swirch/Switch to
Router)

lmplement encryption for in-flight data (a) FC-SP fot
long-distance Fc extension; and (b) lPSec for sAN
ertension via FCIP.

zone G (Switch to
Storage)

Prote(t the storage anays on your sAN via (a) wwPN-
based LUN masking; and (b) S-lD locking: masking
based on sour(e Fc addtess.

PNOTECrIO'{ 
'TNATEGIES

OR

4, a List and explain local replication Technologies.

. Host based

o Logical Volume Manager (LVM) based replication (LVM mirroring)

o File System Snapshot

. Storage Array based

sEcunlTr zollEs PROIECNOil 
'INAIEGIES

Zone C (Access
ConlrolSwitch)

SECUruTY ZOI{Es

Protect lratfic on fabric by (a) using E-Port authentica-
tion; (b) encrypting the traffi( in transit; and
(c) implementing Fc switch controls and Port controls.

Zone F (Distan(e
Extension)



o Full volume mirroring

o Pointer based fullvolume replication

o Pointer based virtual replication

Host Bdsed Replicotion: LvM-bosed Replicotion

Physical
volume 1

Host Physical
volume 2

ln LvM-based replication, each logical partition in a logical volume is mapped to two

;hysical partitions on two different physical volumes' as shown in Figure'

. An application writes to a logical partition is written.to the two physical partitions by the

LVM device driver. This i"ii kno*n as LVM mirroring' Mirrors can be split and the data

contained therein can b" il;p;;d;t accessed' LVM mirrors can be added or removed

dynamicallY.

Storuge Arrdy Bosed Locol Replicotion

. Replication performed by the Array Operating Environment '

. Replicas are on the same array

o Types of arraY based replication

o Full-volumemirroring

o Pointer-based full-volume replication

o Pointer-basedvirtualreplication
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Read/Write Read/write

Source Replica
gC Host

Storage A.ray

.The figure shows storaBe array-based local replication, where source and tarBet are in the same

array and accessed by different hosts.

Storage array-based local replication can be further categorized as full-volume mirroring
pointer-based full-volume replication, and pointer-based virtual replication.

Full Volume Mirroing: Attdched

. Target is a full physical copy ofthe source device

. Target is attached to the source and data from source is copied to the target

. Target is unavailable while it is attached

. Target device is as large as the source device

. Good forfull backup, decision suppot development, testing and restore to last PIT

Production
Host

I I



Not Accessible
rited/Rea Il'ft I

source Replica BC Host

BC Host

Production
Host

Production
Host

from the source'

t1 lllr

Storage ArraY

Source Replica

tertlwdRea

(b) Full volume mirroring with source detached from replica

ln full-volume mirroring, the target is attached to the source and established as a mirror of the

source (Figure [a]). Existins tJ'ilffi;;;'"-i' 'opi"o f:j::::'ff:.il:il"":i:::'.:::l:
il;" #;i;;pd"t"d on the tarset' After all the'data'is copx

tarset contain identical data, the ;;';t can be considered't iljil""i llffi;"pir.", tt'" tt'gtt
lilil;;;;Ais attached to the source and the svnchronrz

remains unavailable to any ottrer hlti' '"*t*i "t 
pioduction host can access the source'

After synchronization i' co'prlt'Jlil';;;; ;;;E -0"::::: 
rrom the source and is pade

available for BC operations' 'U""'tii 'n"*:' 
full-volume minof"g *tten the target is detached

b Explain modes of Remote Replication'

The two basic modes of remote replication are synchronous and asynchronous'

Synchronous rePliGation

. ln synchronous remote replication' writes must-be committed to the source and the target'

- 
o,,"li" "**wredeine 

"write coi:fi:; 
:::f H,1l each preceding write has 

-been. 
compreted

. Additional writes on the source.cannor lijlj"lii.^i"" ,nl, sourceind the replica at alltimes'- 
l^i'.tn""*r"dged' This ensures that data is identical or

(a) Full volume mirroring with source attached to replica

Read/Writ€



Hence, write ordering is maintained. ln the event of a failure of the source site' synchronous

remote replication provides zero or near-zero RPO, as well as the lowest RTO' However'

application response time is increased with any synchronous remote replication'

Host Target at Remote Site

Host writes data to source

Data from source is replicated to target at remote site

Target acknowledges back to source

Source acknowledges write complete to host

later.
. This eliminates the impact to the application's response time'

. Data at the remote site will be behind the source by at least the size ofthe buffer.

. Hence, asynchronous remote replication provides a finite (nonzero) RPO disaster recovery

solution.
. RpO depends on the size of the buffer, available network bandwidth, and the write workload to

the source.

o There is no impact on application response time, as the writes are acknowledged immediately

to the source host. This enables deployment of asynchronous replication over extended

distances.

o Asynchronous remote replication can be deployed over distances ranging from several hundred

to several thousand kilometers between two sites. '

<-
Host Source Target at Remote Site

o

Figure :Synchronous rePlication

Asynchronous rePlication

ln osynchronous remote replicotion, a write is committed to the source and immediati:ly

acknowledged to the host. Data is buffered at the source and transmitted to the remote site

Source

II



Host writes data to source

Write is immediately acknowledged to host

Data is transmitted to the target at remote site later

Target acknowledges back to source

Figure : Asynchronous rePlication
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Modrrle -2
Unix files. Naming fites. Basic filc typeVcategories Organization of tiles. Hidden files. Standard 08 Hours

di.rectories. Paretrt child relationship. The home directory and the I1OME variable. Reaching

required files- the PATH variable, manipu.latiog the PATH, RelatiYe alld absolute palhnames.

n:--.ro:v cclllm?ods - rwd, cd. mkdir, rmdir commalds. The dot (.) llnd double dots (..) notations

to represent preselt and parent directorres and lhelr usage ln ierallr'e pailt irLuricn. iir. .s;,1-..1

comrnands - cat mv, Irn, cp, wc and od commands. File attributes and permissions and knowing

them. The ls command with options. Changing file permissio'rs: the relative and absolute

pemrissions changing ncthods. Recursively changing file permissions. Directory permissions.

To m cha tcrs 5 and 6 oftext book I

UNIX AND SHELL PROGRAMMING
[As per Choice Based Credit System (CBCS) schemel

(Elfective from th€ academic year 2017 -2018)
SEMESTER - III

IA Marks .t0l7cs35Sub ect Code
60Exam l{arks03Number of Lecture HourVWeck
03Exam ilours40Total Number ofLecture llours
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Module -l
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features of Unix commands/ command structure. Command argumer,ts and options- Understanding

of some basic commands such as echo, printf, ts, who, date, passud, cal, Combining commands'

Meaoing of Intemal and extemal commands. The type command: knowing the type ofa command

and locating it. The man command knowing more about Unix commands and using unix online

manual pages. The man with keyword option aad whatis. The more commalC and using it with

other commaads. Kno\f,ing the user terminal, displaying its characteristics and setting

char-.creristics. Managrg the non-uniform behaviour of terminals ar:l keyboards. The root login.

Becoming the super user: su command. The /etdpasswd ald /etc/shadow files' Commands to ad{
modifr and delete users.

Topics from chapter 2 , 3 and 15 of tcrt book l,chapter I from tert book 2

Unix.Brief Unix Components/Architechue.history
PosixEnvironment

The UND(ofFeat,Jrestoftoduction,
Ceneralcnle trficaand S prompt.loginTJNIxand strucnre, ng specr

Module - 3

08 HoursThe vi editor. Basics. The .cxrc file. Different ways of
vi. [nput mode commanG. Command mode commands. The ex tnode commands. Illustrative

examples Navigation sommands. Repeat commaDd. Pattem searclirg. The search and replace

command- The set, rnap and abbr commands. Sigple examples using rhese commands'

The shelis interpretive cycle. Wild cards and ile name generation. Rcmoving tbe special meanings

of wild cards. Three standard files and rcdirection- Comecting ct,mmands: Pipe. Splitting the

output: tee, Command substiNtion, Basic and Extended regular erprcssions. The grep' cgrep-

Typical examples involving dillerent regular expressions.

Topics from chapters ?, 8 rnd 13 of text book 1' ToPics from chrpter 2 ind 9 
'10 

of text book
2

invoking and cuitting vi. Different modes of

Module-4

TheUnix
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OBJECTIVES

This course will enable students to

D Understand the UND( Architecture, File systems and use of basic Commands'

D Use of editors and Networking commands'

) Understand Shell Programming and to write shell scripts'

) Understand and analyze UNIX System calls' Process Creation' Control

RelationshiP.

OUTCOMES

) Explain IJND( system and use different commands'

) Compile Shell scripts for certain firnctions on difrerent subsystems'

D Demonstate use of editors and Perl script writing
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SL
No

DATE TOPIC NAMES TOPICS
COVERED

REMARKS

I 01-08- 18 Module-l: Introduction, Brief history. Unix
ComponentVArchitecture. Features of Unix.

2 02-08- 18 The UNX Environment and UNIX Sructure, Posix and Single
Unix specification.

J 04-08-18 The login prompt. General fealures of Unix commandV command
structure

4 06-08- 18 Command arguments and options

5 08-08- 18 Understanding ofsome basic commands such as echo, printr, ls,
who, date, passwd cal,

09-08- 18 Combining commands. Meaning of Intemal and extemal commands

7 11-08-18 The type command: knowing the type ofa command
and locating it

8 13-08-18 The man command knowing more about Unix commands and using
Unix online manual pages-

9 16-08- 18 The man with keyword option and whatis. The more command and
using it with other commands

10 l8-08- 18 Knowing the user terminal, displalng its characteristics and setting
characteristics.

11 20-08- r 8 Managing the non-uniform behaviour ofterminals and keyboards.
The root login.

t2 23-08-18 Becoming the super tser: su command. The /etc/passwd and
/etc/shadow files. Commands to add, modifo and delete users.

l3 25-08-18 Module - 2: Unix files. Naming files. Basic file typeycategories.
Organization of files. Hidden files.

27-08- 18 Standard directories. Parent child relationship. The home directory
and the HOME variable

29-08- 18 Reaching required files- the PATH variable, manipulating the
PATH, Relative and absolute pathnames

16 30-08-18 Directory commands - pwd, cd, mkdir, rmdir commands. The dot
(.) and double dots (..) notations to reprcsent present and parent
directories and their usage in relative path names
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t7 01-09- 18 File related commands - cat, mv, rm, cp, wc and od commands

18 03-09-18 File attributes and permissions and knowing them.

l9 05-09- 18 The ls command with options.

20 06-09- 18 Changing file permissions: the relative and absolute
pennlsslons

21 08-09-18 changing methods. Recursively changing file permissions.

Directory permissions

10-09- l8
22 t2-09-18 Module - 3: The vi editor. Basics. The .exrc file. Different ways

of invoking and quitting vi
23 l5-09- 18 Different modes ofvi. Input mode commands. Command mode

commands. The ex mode commands

24 17-09-18 lllustative examples Navigation commands. Repear command.
Pattem searching.

19-09- l8 The search and replace command. The se! map and abbr
commands.

26 26-09-18 Simple examples using these commands. The shells interpretive
cycle

27 27-09-18 Wild cards and file name generation. Removing the special
meanings of wild cards

28 29-09- 18 Three standard liles and redircction. Connecting commands: Pipe.

Splitting the

29 01-10- 18 output tee. Command substitution. Basic and Extended regular
expressions

03-10- 18 The grep, egrep. Typical examples involving different regular
expressions.

3l 04-10-18 Module - 4: Shell programming. Ordinary and environment
variables. The .profile. Read and readonly commands

32 06- l0-18 Command line arguments. exit and exit status of a command.

Irgical operators for conditional execution. The test command and

its shortcut
JJ 10-10-18

1 I -10-18 The if, while, for and case control statements.

35 13-10-18 The set and shift commands and handling positional parameters

36 15-10-18 The herc ( << ) docurnent and trap command. Simple shell program
examples

5l 17- 10- 18 Eile inodes and the inode structure. File links - hard and sofl links

25

30

34



38 20- 10-18 Filters. Head and tail commands. Cut and paste commands. The sort
command and its usage with differcnt options

39 22-10-t8 The umask and default file permissions. Two special files /dev/null
and /dev/tty

40 25-10- 18 Module - 5 Meaning of a process. Mechanism of process
creation. Parent and child process. The ps command
with its options

41 27-10-t8 Executing a command at a specified point of time: at command.

42 03-11-18 Executing a comrnand periodically: cron command and the crontab
file.. Signals

43 05-11-18 The nice and nohup commands. Background processes. The bg and
fg command. The kill command

44 07-l l -l8 The find command with illustrative example. Structure ofa perl
script. Running a perl script

45 l0-1 l-18 Variables and operaton. String handling functions. Default
variables - $_ and $. - representing the current line and current Iine
number

46 12-1 I -18 Ihe range operator. Chopo and chompo fimctions. Lists and arrays:
The @- variable

47 12- I 1-18 The splice operator, pushQ,

48 popQ, splitQ and joinQ

49 l4-l l-18 File handles and handling file - using openQ, closeQ and

50 l5-1 l-18 die Qfuncfions

51 Associative arrays - keys and value functions.

52 l7-1 1- I 8 Overview ofdecision making loop control structures - the foreach

53 19-l 1-18 Regular expressions - simple and multiple search pattems

54 22-11-18 The match and substitute operators.

55 24-t1-t8 Defining and using subroutines.

Text Booksr
l. Sumitabha Das., Unix Concepts and Applications., 4o Edition., Tata McGraw Hill
2. Behrouz A. FomuzarU Richard F. Gilberg : UND( and Shell Progmmming- Cengage l,eaming -
India Edition. 2009.

Reference Books:
l. M.G. Venkatesh Murthy: UNIX & Shell Programming Pearson Education.
2. Richard Blum , Christine Bresnahan : Linux Command Line and Shell Scripting Bible, 2"dEdition ,

Wiley,20l4.
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01-09- 18 File related commands - cat mv, rm, cp, wc and od comrnands

03-09-18 File attributes and permissions and knowing them.

t9 05-09-18 The ls command with options.

20 06-09-18 Changing file permissions: the relative and absolute
permissiorts

21 08-09- 18 changing methods. Recursively changing file permissions
Directory p€rmissions

10-09- 18

22 12-09- l8 Module - 3: The vi editor. Basics. The .exrc file. Different ways
ofinvoking and quitting Yi

l5-09- 18 Different modes ofvi. Input mode commands. Command mode
commands. The ex mode commands

24 17-09-18 Illustrative examples Navigation commands. Repeat command.
Pattem searching.

l9-09- 18 The search and replace command. The set, map and abbr
commands.

26-09-18 Simple e:omplc using these commands. The shells interpretive
cycle

27 27-09-18 Wild cards and file name generation. Removing the special
meanings of wild cards

28 29-09- 18 Tkee standard files and redirection. Connecting commands: Pipe.
Splitting the

29 01- 10- l8 output: tee. Command substitution. Basic and Extended regular
expressions

03- l0- 18 The grep, egrep. Typical examples involving different rcgular
expressions.

04-10- l8 Module - 4: Shell programming. Ordinary and environment
variables. The .profile. Read and readonly commands

32 06- l0- 18 Command line arguments. exit and exit status ofa command.

33 l0-10- t 8 Logical operators for conditional execution. The test command and
its shortcut

34 0- 8I1-l The if, while, for and case control statements

35 13-10-18 The set and sbift commands and handling positional parameten

36 l5- l0- 18 The here ( << ) document and tap command. Simple shell program
examples

37 l7-10- 18 File inodes and the inode structure. File links - hard and soft links
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23

26

30
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Filters. Head and tail commands. Cut and paste commands. The sort
command and its usage with different options

J'; 20-10- 18

)e 22-t0-18 The umask and default file permissions. Two special files /dev/null
and /dev/tg

40 25-10-18 Module - 5 Meaning of a process. Mechanism of pmcess
creation. Parent and child process. The ps command
with its options
Executing a command at a specified point of time: at command4l 27-10-18
Executhg a command periodically: cron command and the crontab
fiIe.. Signals

42 03-l 1-18

The nice and nohup commands. Background processes. The bg and
fg command. The kill command

43 05-l l -18

44 07-l I -18 The find command with illustrative example. Structure ofa perl
scripL Running a perl script

I 0- t 1-18 Variables and operaton. String handling functions. Default
variables - $_ and $. - reprcsenting the current line and current line
number

46 The range operator. ChopQ and chompQ functions. Lists and anays.
The @- variable

47

l2- l l -18

l2-t 1-18 The splice operator, pushQ,

48 l4-11-18 popQ, splitQ and joinQ.

49 14-1 1-18 File handles and handling file - using openQ, close0 ard

50 15-11-18 die $tunctions
51 15-11-18 Associative arrays - keys and value functions

52 17-t 1-18 Ovewiew of decision making loop control structures - the foreach

53 l9-t l-18 Regular expressions - simple and multiple search pattems

54 22-tt-18 The match and substitute operators.

55 24-11-18 Defining and using subroutines.
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SHRIDEVI INSTITUTE OF ENGINEERING & TECHNOTOGY
TUMKUR-572106

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

NOTE : Answer full questions.

SHRIDEVI
INIERNAI ASSESMENT fEST: I

COURSE : UNIX & Shell Programming
SEM : lll SEM (17cs3s)

NOTE : Answer anv TWO full questions.

MAX MARIG: 30
T]ME : 75 min

I a- Explain the architecture of UND( operating system with a rraf diagram?
b. Explain tlre features of UND(?
c. What is file? Explain the categories offiles?

OR
2 a" Explain with example what are intemal and external commands in?

b. 
_with thetelp of a diagram, explain parent-child relationship, explain the IJMX file system?

c. Explain the changing file permissions in UNIX

3 a. Explain the following command with example
i) ls -axf
ii) lp rpc.ps
iii) chown Sharma note; ls -l note

b Explain the use ofmore command and its options?
c Explain the security implications of files in UNIX?

4 a Write a note on man command ana it ao"r-"on[tionr
b Explain Abeolute and Relative path names?
c Explain how to change the ownership of files in UNX?

SHRIDEVI INSTITUTE OF ENGINEERING & IECHNOTOGY
TUMl(UR_572106

pr+P,EYI DEPARTMENT oF coMpurER sctENcE AND ENGTNEERING
INTERNATASSESMENTTEST: I

COURSE: UNIX & Shell Programming
sEM : ilt SEM (17cs3s)
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MAX MARIG:30
TIME : 75 min

anv TWO
I a Explain the architecture ofUNX operating system with a neaf diagram?
b. Explain the features of UNIX?
c. What is file? Explain the categories offiles?

2 a- Explain with example what arc intemal -a 3*rrf commands in?
b. 

_with thehelp ofa diagram, explain parentrhird relationship, explain the UNIX fire system?
c. Explain the changing file permissions in UND(

05M
05M
05M

05M
05M
05M

05M
05M
05M

05M
05M
05M

3 a-. Explain tlre following command with example
i) ls -axF
ii) lp rpc.ps
iii) chown Sharma note; ls J note

b Explain the use of more command and its options?
c Explain the security implications of files in UND(?

4 a write a note on man command ana its documSnTationz
b Explain Absolute and Relative path names?
c Explain how to change the ownership of files in UNX?
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SHRIDEVI INSTITUTE OF ENGINEERING & TECHNOTOGY

TUMKUR.5721O5

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING @@
INTERNAL ASSESMENT TEST: II
COURSE : UNIX & Shell Programming
SEM : Itr SEM (l7CS35)

NOTE : Answer any TWO full questions.
I a. Explain with a neat diagram, the three modes ofeditor?
b. Explain the three standard files in IINIX?
c. Explain tbe two /dev/null and /dev/tty special file.s?

OR
2 a. Explain the pipes and tee command?

b. Explain the pansm matching wild-cards with examples?

c. Explain the shell interpretive cycle?

05M
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05M
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05M
05M

05M
05M
05M
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Date:30/10/2018
MAX MARKS:30
TIME : 75 min
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INTERNAL ASSESMENT TEST: II
COURSE : UNIX & Shell Progranming
SEM: III SEM (17CS35)

: Answer an TWO full uestions
I a. Explain with a neat diagram, the three modes of edito
b. Explain the three standard files in UN[X?
c. Explain the two /dev/null and /dev/tty special files?

OR
2 a. Explain the pipes and tee command?

b. Explain the pattem matching wild-cards wilh examples?
c. Explain the shell interpretive cycle?

3 a.. Explain the following command with example
i) grep -e 'Agarwal" -e "aggarwal" -e "agrwal" emp.lst
ii) grep "j.tsaxena" emp.lst
iii) grep "^5" emp.lst

b Explain the Escaping and Quoting in UNIX?
c Explain the purpose of grep command and its options?

OR
4 a Explain the Ordinary and Envimnment variables in shell programming?

b Explain the purpose of Extended regular expressions with examples?
c Explain marching nultiple patterns I and ( ) in UNIX?

PRINCIPA!
SIET,. TUII,AKURU

3 a.- Explain the following command with example
i) grep -+ ' Agarwal" --e "aggarwaf'--e "agrwal" emp.lst
ii) grep "j.+saxena" emp.lst
iii) grep ' 5" emp.lst

b Explain the Escaping and Quoting in UND(?
c Explain the purpose ofgrep command and its options?

OR
4 a Explain the Ordinary and Environment variables in shell programming?

b Explain the purpose ofExtended rcgular expressions with examples?
c Explain matching multiple pattems I and ( ) in UNIX?

Date :30/10/2018
MAXMARKS:30
TIME : 75 min

SHRIDEVI INSTITUTE OF ENGINEERING & TECHNOTOGY

TUMKUR-572105

DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

05M
05M
05M

05rvl
05M
05M



UNIX "^t mtt lwtru.t

9udlrnt*- fi'E

+ D*1M -'Y- ,*il';^ot'\'\-Y

c) €x4tAr\.rrtu"^-V P-ettlwu\ -Ja Ll"tlt| -H-
oK

?iY"! - 2:l- ke- c-mu-a'^'d- 2 '<^.n--

e44/^-n4.1)1r| &rf f4*A\- eV c;J''ll' ca)9 ufikexata'/4 -5t'1

\,> 9Ae.LL ?fu\"*Nt- ?* st+"|,lxtn =w

2-
ry
t)

3
9 i> lL ti)u ril)"l-

b ,4b'\.ttl,\- q- U.-^/> ^*y ,,1

I
)

b

UK

5xplz;x*t vy OX*\"1, ^^^/ E-.a1,,ivonna^l- U-A.>AL/ - fl-

*{ta..,w ftu- /u\ok V tx+o^*J €4b+t"t>-- t'r-t6L

e*r,^{4A --7
c) €,,4la^Mrbwf rdlryL- ff.tret*,4 | "^l 6 1

jn Uttrx -s_t_



ll t4o&t p l*oJt
[exe

Co rdrf

{, !, o,rC,o,o
tr?, tt, S $ "d

i,
27

,,x ,. q/

jn*r.,Y'nnl a44trr,ttrrl iut!,-T
r)ol

4
ttf'ojn -wdt, ^ neot cLfbfr mtL ) hL ihnt

r\f *hro t *r4rJ a,ur

w,odu e{

t-odt

om.rlr+l 1o "rdlnwt,*rr QlDtu
tfruc

' fueal Phrth I
r,7J+ ul;,h {,t

&tw 2

D5
&or.,tvrranfl x,r.e&t I lnf& 

^oJt
d^l cruttolb

) exploin
Jht'11r,

^tandqd 
fitq In ud rx ol{.

*hc .Ihne fiarclu& f 1rS i11 t)Nrr.?
)

,,i
ti)

L
+tandord
Sttndqxl

laebo

^riqfnm

(.lrtt
ntt @^N*aA *o

rtfru
sl

,;hl hnt,t hrm?n
thb + Q haL*

( J 'run^t nl

'"tyLdnfd ewof i Ptyrucnh 'utof plrty b'nt o-manrtz wnrrnd.
9rl brplaln 7fi6 luo /dw/nu-'. and y6ta,17 .rytdd &ttu I
) /dw f null 4tu tbe

ry v 3u0
ldw ltt! lito

e)r) erylo,in nL
) Qiy tunmand

ltl ornrnand
ar4 ,fiAtu o-ne

dr, ord *c uorrmod t.

csrtbinu er. Lonnuf -t>J0 cornntnda'

nl\r* lht Wd V lt'L cn nrnond

"tfl' t Nlwt 'in a fle-

i ,sJ$+R

.*d *r^tna!

t) D uplatn tJt pa6u,n noithing. plHt - uril yltA ,xo.ryfiq t
1'Jl,l 'vailcrn irr*A bt't'(l**tlah) 4tatchu pai{"rn pruznt in

'r'tfl^*t";.j
,t)O.bpldn 'lht phta intrcprchve' utcltt
4 Jhe lnp.rl 'a rt*tnct Tont ,*Jra' ,rr, dtviat *6Lurd '."-a

hAn l* r.o,,,mon'd .& t<urntl , o[n 
-[r*fr* I .ruxfia7' i1 kua-zl ,,'M

h r* er$,rc, Jhtn .4,11 ainf,o,tt l,1rr\i/ 
o .r*fuioJ-.r.r9.d 1o +<yufnal.

lua l*ll ft nud.U * fi;; hbrp*lkt ry"l,
hytun tho 

Wlofi^l
t"l-r" AyatuaL't -L{

-z) JI^.,. l{V t s^.Mnad-

AE
rt

fr.t fi , a- tff,nl- -

tsmmnncl'rtilh tranflo
a4\atw)" -s wAWuuti ,^1" ht
'kv,, -u *$; ,*firu ^ilJJrru r"H.\M4



il) 
?rof tt Jo, 

*r^n.no ,, ewy,bt
e"tn tttl' ,"**; ,* r^de)rs o^L , wi'tc uLaldt''* (;U'

{ W !" * Trtxc'tala euf. lat d

' !'a 'y'axtu&'
Jo CC( .r(Ycrra '

9 frfl? ',^f '(h^p,,rf ,*o Gth!,tt 
^Lo^c*'r) 

#'"'*' dicl' bt* 'firh { '

9b) uyAn St" qsr*fry ad guctins in t ruy', ,*,
' ),#ff 

-P,**rt,L^il 
Yi"iffi",,t^i& *'L

4 h e-P 
'hf:';,-, ^y t** ,,^y do,.f xr ?

ctqr of,-f - 3J

s)o orrr;' ;;' ?u,,,qe { rt lzsmand q it :/n'1 ^
-r) ' J*tr' ,"^i^i ;a1rrha 

' F Y'frtrn' a*? o7h'on au'
' 
Wi; I 'ffik ?^: ff^;u#,"i utlh Linu

T'l't 4 Ulb 'trarnh + vulaau *t wLotLL^u'

t+) q tfain {hc od.ina11 j trwtren,nrnt va^ia$u t-n ,thrll preyfamrqftfl-!

a ?irtl ,WuE f su?r.- ,^. eavke1rvqnt ryufoHu- tkl dL coilI'e
/o lauxt bt"H ua arailoilo fn uut bhl enntonmut '

'W $ U+rrnr--ot%- =. f \owtr / u-uwtlda'"wLoaol '

- .16r.rNl-0ftp-Ot,p 1, braLvutalll:fb ualrt!- i' ;d a*ttolle hW<.*

,l *,:i: f*f. f W,tr*i. X#'#h"Tm4
r-rl*fr a- ,q,f"gle tryr*lont '

+ - t^d*u" 4* ; iaw{l- olslren&t Y 6rwl
- ilA-thq &ar+ of ont- ,tLrtLLLta 

"1

W -e ,*5"il7X I a-ruol-'t eu,Y'l'tL
[trcrto+u

t c) 7n

^"til

,dn
L)

'ola -dtknq Pffuw I

' uudtlr,tt 
u 

,nufrfFh

o<tt cluatlu
$dicbl

LVylatn /t

I
$

c)

9
@p

vrUNI
E
) t aft(Lr4

amy*bt
/)W-e

,r|!*rh
I dwnwlt"

t'( lmgrytu I d-1#") 
,

" ( s,r'1 l*) t#b 
r tuTll

,)

f

iaol
?no t.

t P'u t so14 I s t,ltrs ItDao
1 G.nn ) Salu tls ltr-) qr I {ooo



SHRIDEVI INSTITUTE OF ENGINEERING A TECHNOTOGY

TUMKUR-572105
DEPARTMENT OF COMPUTER SCIENCE AND ENGINEERING

SHRIDEVI

INTERNAL ASSESMENT TEST: III
COURSE : UNIX & Shell Programming
SEM : III SEM (17CS35)

Date: 28/11/2018
MAXMARKS:30
TIME : 75 min

NoTE : Answer anv TWO full ouestions.
1 a. What is shell programming? Write a shell program to creat€ a mc u which displays

i) list of files ii) cur€nt date iii)process status iv) current user of 'rhe system v) quit to UND(
b. Explain the shell conditional statements in with proper syntax

OR
2 a. Explain the use oftest and [ ] to evatuste an expression in shell?

b. Explain the following command with example.
i) sa and shift
ii) HERE DOCUMENT(<<)

3 a. Define Process, Explain the mechanism of process creation?
b Explain the cron command, and the cron tab file?
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SHRIDEVI INSTITUTE OF ENGINEERING & TECHNOLOGY
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NOTE : Answer anv TWO full questions.
I a. What is shell programniing? Write a shell program to create a mcrru which displays

i) list of files ii) current date iii)process status iv) current user ofrhe system v) quit to UNX
b. Explain the shell conditional statements in with proper syntax

OR
2 a. Explain the use oftest and [ ] to evaluate an expression in shell?

b. Explain the following command with example.
i) set and shift
ii) HERE DOCUMENT(<<)

3 a. Define Process, Explain the mechanism ofprocess creation?
b Explain the cron command, and the cron tab file?

OR
4 a Write a perl program to find the average ofthree numbers?

b Explain the nice, nohup, bg and fg oommands rvith exanrples?

PRINCIPAL
SIEI.. II'MA(IJRU

OR
4 a Write a ped progra.n to find the average of three numbers?

b Explain the nice, nohup, bg and fg commands with examples?
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USN

Fourth Semester B.E. Degree Examination, Dec.20l5/Jan.20l6

Unix and Shell Programming
Time: 3 hrs

g. Define the term process. Explain the mechanism of process creation in UNIX.
s. Explain the following command with an exanple

i) Running jobs in background (& and nobup)
ii) Execute later (at and batch)

4 a. Write a note on sort and find command.
b. Differentiate between Hard link and Soft link in UNIX with example.
c. Explain the following commands with example

i) Head ii) tail iii) Pr

t0cs44

(0t Marks)

(08 Marks)
(06 Marks)

Eg
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g

8e
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8q
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a.

b.
c.

a.

b.

I

2

Max. Marks: 100
Note: Answer FIVE full questions, selecting

al least TllO questions from each porl
PART_A

Explain the Architecture of UNIX operating system with a neat diagram. (08 Marks)
Describe the salient features of UNIX operating system. (08 lttarks)
Write a note on man command. (04 Marks)

Explain the different types of files supported in UNIX. (06 Mrrks)
which command is used for listing file attributes? Explain significance of each field in the
output. (0E Msrks)
Explain with a neat diagram the three modes of Vi editor. (016 Marks)

what are standard input, standard output and standard error? Explain in detail with example.

(06 Marks)

PART_B
what is the difference between a wild card and regular expression? Explain 'grep' command
using n, I and f option with example. (06 Marks)
What are Extended Regular Expressions? Explain any four ERE set used by grep and egrep.

(06 Marks)
Explain line addressing and context addressing in sed with example. (08 Marks)

What is shell programming? Write a shell program to create a menu which displays,
i) List of files ii) Current date iii) process status
iv) Current user of the system and v) Quit to UNIX (0E Marks)
Explain shell features of 'while'and 'for' with syntax. (06 Marks)
Explain the use oftest and [ ] to evaluate an expression in shell. (06 Marks)

What is AWK? Explain any tkee built - in function in AWK. (06 Marks)
Write an AWK sequence to find HRA, DA and Netpay of an employee, where DA is 50% of
basic, HRA is l27o ofbasic and the Netpay is the sum ofHRA, DA and Basic pay.

Briefly describe truilt in variables in AWK. 13: ffi:[]
Explain with example the string handling function supported by perl. (0E Merks)
Explain Lists, Arrays and Associative Arrays with respect to perl. (06 Merks)
Write a perl script to convert decimal number to binary number. (06 Marks)

3

c.

a.

a5

6

b.

c-

a.

b.
c.

ta.
b.

c

8 a.

b.

c.

\^-^",* 0'-..:dt'
PRINCIPAL

SIEI-, TUMAKUru

(06 Marks)
(06 Marks)
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(06 Marks)
(06 Marks)

(08 Marks)

.,N

Third Semester B'E' Degree Examination' Dec'08/Jan'09

UNIX & Shelt Programming

Time: 3 hrs. ax' Marks:100

l:{olez Answer any FIW fult queslions' selecting

al leost TWO questions ltom each part'

PART_A
1 a. Explain the salient features of UNIX operating system' (07 Marks)

b- Explain the c.r""pt;i;t;i;iuint'ut" -iteiative pathname with suitable examples'
(04 Marks)

c.Whatisparent-childrelationship?Withthehelpofneatdiagramexplain'UNIXfilesystem
tree. 

(05 Marks)

d. What is &e output of the following cornmand' (04 Marks)

(D
(ii)
(ii,
(iv)

cmp fr fz [fr and fz are identical]

What is file permission? What are the different ways of ser{gg file permission? Exptin 
.,- (08 Marks)

Explain the following with respect to vi editor' (06 Marks)

(i) Search for 
" 
p"n#;;;f, til repeat the search in both forward and backward

direction
(ii) : $s ldirector lmember lg
(iiD : .w temPfile
(iv) : ., $w tempfile
(v) recover
("i) zoh

g*piuio *r.-air.rent modes of operation in a vi editor with a suitable diagram. (06 Marks)

Explain the concept of Escapiog and quoting with suitable exarnples' (06 Marks)

Frarne wild card pattem tor tne-following: (06 Marks)

(t) Retrieve hidden files

tii Aoy number of characters followed by 4 characters'

tiii) Matches atl filenames that do not begin with an alphabetic character'

what is a processz exptuin n# a;;;;Jit ";;td 
using thi ttree primitives fork' exec and

wait. 
(0E Mrrks)

Discuss standard input, standard output and standard errors files' in UNIX'

grpiat ,t 
" 

f"ff"wing environment variables with examples'

(r)
(ii)
(iii)

Explain
(i)
(ii)
(iii)
(iv)

echo $PATH
man man

ls -i

2a.
b

c.

J a.

b.

c.

4a.
b.

SIIELL
PS2
HOME

the following commands with examples

tr
tee
sort
pr

\..,*.* q-'-*/'
PRINCIPAL
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5a.
b.

Explain grep command with any t::tlf,Tr"r1\suitable examples. (06 MarkriList and explain Extended Regular Expression (ERE) set used by grep, egrep and ";. 
"'^

c. Explain the following:
(D sed'3q'abc
(iD Is -l lgrep.^d'> directories
(iii) sed-n '$p,abc
(iv) sed -n '3 , $!p,abc

(06 Mark)

(08 Mark)

(06 Marks)
(06 Marks)
(04 Marks)
(04 Marks)

(10 Mark)
with suitable

(t0 Mark)

(07 Marks)

6a.
b.

c.
d.

Explain special pammeters used by the shell.
Explain the expr command applicible to numeric and sring functions.
Explain here document with an example. AIso mention its;se.
Explain trap in shell scripts with a suitable example.

Explain awk built-in variables and built-in function with suitable examples.Explain if statement, for and while loop statemeni illi respect to awkexample.

7 a.

b.

8 a- Explain the foflowing in perl.
(i) split
(i0 join
(iii) $ - default variable

b Using command rine arguments, write a perl program to find whether 
" *r"". ,# X"rt"Ti

Hh" *' 
program rhat accepts decimar number as arguments and convert t, tli: frfl

c

\n*.- [5*t'\,,

2 of2
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NEIV SCHENIE

USN

Fifth Semester B.E. Degree Exarlination, July/August 2005

Computer Seience Engineering/Information Science

Unix & Sheii Frogranrming
Time: 3 hrs.l

Note:

[Max.Iuarks : 100

Alr.s-*,er any FIYS fuli questions'

1. (a) Di-.cuss the salient {eatrrres o{ a tl l\ [X systt"n' (5 ](arks)

(b) Discuss the cornmands usiirg -'';hich one c:'rr

i) Know the users who are using the system at present'

ii) Knorv the terminal seitings a;rd change them' if required'

iii) Record a se'':sion.

(c) Give the meaning of relative anti tbsolute patir names' (5 Marks)

2. (a) Explain the command using rvhich two or mcte files can be concatenated'-' t-' fr';i;;-;t 
-otft.t*it. 

wrili a. 
"ccn";r."nd !!ne to concatenate two files iool and

f";;;;h rr*. r"*t inpui, ,turrt Lir.c icnnitraj. i,,'scrtcti Letween tl'ie co:''ielts cf
ih"". iwo files. The ouiput hes to be stored on a flle calle'l {ooz' Explain the
command line written by ycu. 

110 
Marks)

(b) \Iention tLe differ.nt fll; "r,: l'riii':r:'"rn"";''.:rj.s thr't yo'r knorv.' lirp]ai'r tI'
' ' one that is us"ci to prirri -'rr ii,. 'r,o'l' i'rn (:uirics un tlvr; solted liies'

(6 l{arks)

(c) Write a command l.ine using rrir:cb one can assi3n all ocrm;ssioris to the cv.'iier
' ' of , file and assign crtl-v r'-".r'i ';4i;-;5lo:: t') Sroup altl otht'rs' (a Lie'k')

:t, ia) Clearly differertiate betrveer iriiii lilks and, scit links' (d rl'ks)

(b) Explain the three racdts o'l :l;e r'- cdrior. (d l\larlts)

(c) E:<plain horv one can custll. ze his ''r hsr r'; editing elviroa;:lent' (6 larrs)

(.i) ,Yhat ..lcc,; tl,. {.ll-;.,.; i-.-.--. 'l' ''-.':' ' r;l;::5 
"';''tL 

r';

; 4, 8s f U nit f {j N i ':'. I gc (2 r'Inr}s)

4. (a) lylentioa some of the rvil,l .arJs r.liai coul,l t,c trsed rvi',h the shell and ex-
' ' pL;" the special mea.i,gs a-'socii,tr'i rvith thq, in the shel1 environmcnt' If

iequired hovr can vou desi:i:!l:;le tl: I -".'ii'l c:ilds. (6 Marks)

(b) Er:p1a-in tl:e rneaning o{ r'1'-"':':'t rrrl sitl:'-siir.rttic'r rviih the a-ir'l r:{ an "t',rTi].';.,

(c) Explain the mechanism r.,i a ot'';ci:ss .rsltir-,n. ,u ""*,
(d) Write a command line to e-':ecrtte a" fiie called myscript on all weekdays, every
' half horrr once betv;een 9 ir;rd 17 hrs. (a \'Iaiks)

\n*r- qs-*f"
PRINCIPAL

SIET,. TUMAKUru.
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i'ri,1c lri,... 2 .,
6. (a ) lixplai, the local and global variables.in _sheli script.. .t::;

(b] VVrite ^n arvk sequelS: 
1..fi,]{J R-.1, D-{ arrd A-et-pay of an errrplol.ee rvhereD.{ is 50% of bas'ic, HRA i.';;i;;f';'#.'^1j",,," r\cr pa'is rire srrnr c,f HRA.DA and Basic Pay. rlrj ]\er pav rs tile srrm ol HR

(c)E-xplain the buirl jn rariabres rrsed bv arrk. 
(s .{arks)

(o i{art:s)
7. (a) B'rite.a perl scr:ipt to convert a rtecirnal lurrber to.bin:Lr-i,. (.; tvrar1s)

ii,) \\'rire a perl progranr that pronrpts a lrser. to ,r,,,r-^ .,n,,* 
",,0 ^;;r_;"r,and prints thi siiins rh"t;;;t'Ii;;.'.',iir, I".n srrins o, i..p".nt. ii,i'.

(c) Exprain file handling in perl. (8 varks)

(6 }rarks)
6. (a) wliat the pre'ileges of the system adrriaistratc; of uNIX? (6 lrarks)

/ b) E:iplaiu mount and unmount commands- (8 l/arl:s)(c) Explain UNIX startup and shutdolvn procedses. (6 lra.ks)

PRINC'PAI
S|ET. yu aaxgiu
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Page No... 2 CS55

ite a sample data base file called mybase.lst that contains 4 records eachI
having 4 fields rvith the 3rd field being the total masses field. Vr'ith relerence
to this file rvith the names o{ the highest scoress appearing first. (s ruarks)

(b) Explain the grep command along with some of the op+"ions that -,vould be
used with it. (z Malks)

(.) is a here document ? Explain. (5 I{arks)

) How can you input data to a shell script interactively ? Discuss. (6 L{6rks)

(b) \\tite a shell script that accepts any number of arguments and prirts them
in the reverse order. For e:ample if the input arguments ate u y z then the
output produced should be z g z. (s Msrks)

(c) Explain the expression command. (6 Marks)

z.(")
(b)

Discuss the operational mechauism of awk. (o Markli

Explain the arvk function that is used to Cetermine the length of a record on
a f;le, say, marks . pu Assume that the record number is 15. (l trrarls)

Erolirin the chop ( ) and chomp ( )functions in peri. (s ruarls)

With the aid of a sirnple example explain the split function as arailable ir
perl. (r r,{arls)

e, (a) Ei,'f;, rlis:uss the ir:ies and priviliges cf . .1,ri.* adm!::r'.;ztoi (6 r\{arks;

(b) Diseuss the r:arious partitioris trf a hard disk on vnhich a file systerri is

(.)

(d)

irnp!ement9d.

(c) Discuss the crypt command.

(7 Malks)

(5 l,larls)

x* * ,<*

PRINCIPAL
SIET., TUMAKURU.
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06cs36

Max. Marks:100

(06 Marks)

I a.

b.
c,

a-

b.
c.

a"

b.

Note: Ans-wer any FIVE fu questions, selectino
at teast TWO questions yrom each port. --

Define an operating syst"m. Discu"sPrffifi"rr}"u*.", orfrr.rx operating system.
Explain the architecture of the UND{ operating system. (06 Marks)
Explain the fouowing commands *ith;;.pl""r-1;j-cai ; ii) rmdir ; iii) pwd. [3:#::B
fiJl";fffit ffi;:ion 

are rw-r-xr- 
-' specifi the 

"h-oa "*p....roo ;rir"r;;;#r"
r) .rwxrwxrwx ; ii) r__r_____; iii)
Using both the relative-an-dlbs"rJ.. J*r,lr"-^;^^^:-- --- _- - - '. ''/ - - -,- - .- -. (08 Marks)
E.pn;il;;til;i;"dffiJif; f; L.',lb;16mg;#llh'--'-:,;:,
ffiffi*ffi%1itrffi1f1*r'"#tril*,, .rn,,t,
i).. lA_- Zl n??* ii) * [0 _ 9] *

ll,) ^.!!0. 
ei gg iv) + . tlsj i!ht.what are standard input, staldari ouipoi ara standard error? Explain ** ,"r*",t'J I*Hl

ri
5
e
-$
E

E'

s5q=
E'=

id
ao ll

.=N

EB
.)g

et9

-=
5U
E\o.E

!;
EE
.5B'Es

ac
E$

d\/.e
9E
E'E
tsg
ooo
o=
E.8F6

t<

oz

6.

7

J

I i ffilxiil:ffii1'friil"Tffiil#r":*H; [tr#::B
. D sHELL ; ii) LoGNAME ; iripirii'' "^*"
b. Differentiate between hard fi* _a ,od firi ir, 

'uVX 
*r1..xample::.. ltr ffiHic. Explain the foltowing command, *r,n """_piJij?rrl rl n*" ; iii) tr ; iv) pr. (oEMartG)

::jT+iit,*;,:Xr"fi;l;*ffi"ifu aregurarexpression?Exprainthe..grep,,

o. whatdotheseregularexoressionsmatch?i)a.it , ii)^ { S. .. ll:#::B" m.:t"ffi'-lvith 
examples 

"-pr", o"''ar";; L*"", Iine addressing and contexr

" HH".::lggramming? 
write a shelr program that wirr do the folowing **jfi H'f]

Print the current directorv
Display current loein user..
Explain the shell fiatures of .!hile" 

and ..for,, with syntax 0E Marls)
What is the..exir,,status of a command and *r,*LL i,..iLa, [3:#::B
#il:"ffif"::rffi[,T,',Hffi;ifl]ff#HH'",Tfr1.," ;;;:.,
I Il : - .. 

iijxr ; iii)Fn E.NAlvE:*-" "'""
Explam the following built-in fuortio* of awk-with examples: (06 Marks)
r) substr ; ii) index ; iii) lenerh. 

"' "'u'! e^<u't,r

Explain the following string hanglpc flrnctions of pERL with examples: . 
(06 Mrrlc)

ll,_]:rqli_ ii)index ; . iiili,uJ ; 
* 

*);;;.,
;XhffifrXffi to print numbers ;brt *;;;; from the keyboard *tltTffi:

5

6

b.
.c.

la^
b.

8 a.

b.

c.

n-^^^r"-

Explain the following in pERL witb examples:t) For€achloopingconstuct, rlr:T::
(06 Marks)

I C
I

c.

PRI1CIPAL
SET, , TIJMAKURTJ .
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06cs36

(08 Marks)
(06Mrrt(s)
(06 Marks)

(06 Marks)
(06 Marks)

ys date and users
(0e Marks)

(06 Marks)
(06 Mrrls)
(08 Marks)

(06 Marks)
(06 Mcrks)
(08 Mart6)

PART_A
I a-

b.

c.

Erplain satigal featu€s of UNX operating system.

#Hf,:'1rFffi#ffffif,"T- [tr#::B

Briefly describe the differcnt wave ^f cani-- r!^ ---- . . 
(08 Marks)

Hl1g:*!!:6:?#t1LTiSffi"*'*.* (06Merks)
wnar rs a navigation? what are commanas used for navigation in vi editor? ftrHHi

,What 
are environmental variables? State their significance.what arethree standard fites 

"""d 
by uNx;-;ffi;;i; . . (06 Marks)

what is shell process? *,rr 
"re 

thr; diffr;; ,rr#il t #}on of process? ,tr H:[]
ts?,."* lya m" and symbolic linksf

;ilifllfr1#"ffi*ttr';iffiianditsoperarors ,trH:Il
(0t Marks)

PART-B
How to search for a pattem using.grefl-What are the options used by grep?
;,Tjffi "'lj::*.j::ffiTXf,'JilrEREH#;;d;:

I

2a-
b.

c-

3a.
b.

c.

6a.
b.
c.

7a
b.
c.

a
b.
c.

5 a.

b.

c.

8

ffiH;1fH*",ilfr*Hffi,,ehil#k"::,x j"jl,i",,*

il3xiH#,HHffi #lH##"l*usedbyavd<

f, ffffffi-5,95991,,"*'c. wnte I perl script to cotr\Iert a decimal number to binary.

++**a-\a.--.,* (
PRlr'aClPAl

SIET,, TUMAI(URU

i

Third Semester B.E. 
?"gI." Examination, May/June 2010UNIX and Shelt programming

Max. Marks:100Note: Als.wer op_FIVE fult questions, selecting
at least TWO questions from each parl -



USN

Time: 3 hrs.

2AOZ SCHEiyiE
Examination, Dec 0g / Jan 09ll Programming

CS55

Fifth Semester B.E. Degree
Unix and She

I

Note: Answer any FIVE fult questions.

1 f.elcriUe briefly the UND( architecture with the helo of rb. Differentiateuit*".n, iy 1",..a*j;il;ffi;Jeatdiasam' (06Marks)ld rr) Argument and Option.

"' I*pl?T the following commands with examples. (06 Marks)r) Uname ii) script iil) stri ' irr) wc (08 Mark)
a- Give the output of the follr

,. ii? .hil.'":"#:;H}:ffm": i) catroorooroo ii) /s-d.-

" ^11* 
arc the default permissions ro. att nles and dir (06 Merks)

#Hl#i,;_*k 
orzf can,h",,o". ;";;ffi;, fflffi."mi#;.#,,1* r*;

Explain brieflv the significance of the output of /s - / command. 
,,tr ffifi

Explain different modes of vi editor with a neat diasram.Explain input and outpur ."ai,JJ" #il, iJl'"If,lT - (06 Mark)
Explain find "o**i *,f,;t*uot 

*th an exampie to each., 
iou n r.rclrir":.",,1.,r,"iJ"id;li,'Ji$Lyf,fl".r.::ffi Ii:1ffi,";""r*o,,lLHiIj

Explain how a process is created.
Explarn sort command with atleast four options. (06 Marks)

what do the following commands do : i) c."- ho,-_ c^- , 
(06 Marks)

ii) /s-/ .grep-/wait*.s. Il'.1 " T.':11:",.roo lrait-n t. .rr",*ilt) u'[a-zf, I A-Z]' < emp iv) sed _ n ,3, tOp, foo.
Explain rhe.positiona.l parameters in LINX.wnte a shell script to accenr the f,f"name u,a check the afi .. (08 Marks)
suilable message. tnbutes of the file and display

X,:#ilnT"rive 
shelt scripr ro tist i) fites ii) processe (06 Marks)s lr) users iv) date using

(06 Mark)

(06 Marks)
(06 Marks)
(0E Marks)

(0E Marks)
(06 Marks)
(06 Marks)

(0E Mark)
(06 Marks)
(0,6 Mark)

7

-t

c.

a.

b.

c.

a.

b.

c.

4

5 a.

b.

c.

a.

b.

c.

6

"t:!lT l":: 
ofumelt wirh an exampre.

ii"i.t iliil : ;t ffil?[: il:lo/;ff .xump,e,

Devise a perl script to convert decimal number to binarv.

"t:ll3 t" "g*epr of fire handring i" p..i. 
"" 'v u,,,ari'.

Expratn export and exec commard; in ;he script.

Va-
b.
c.

a.

b.

c.

a What are the priviteges of an administrator? Explain.Explain the followng commands with examples: i) mkfs
in LIN

ii)
with

fsck iii) crypt

--J"^/

Explain the concept of mounting and unrnountins

***** \i
PRINCIPAL

SIEI. TUMAKUiU

Ies.

Max. Marks:100
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Fifth Semester B.E. Degree Examination, Dec.O9/Jan.l0UNIX and Sheil erogrrmmiig

E N ote: Answer any FryE full question* Max. Marks:100
og I a. Describe the.salient features of unix operating systems,

5 l }fi1i1n'i;ffi,HliJ5"T[',ffi:,it'#:Hskemerandtheshe, 1;:ff:[iE

, fi 2 a' Discuss the various unix commands used for comparing two f res. 
(06 Merks)

$t b. Explainthen""dforr*oil;ft;rli'.v/nultand/dev/g. (o8Merfts)

-gE 
c. what are inodes? state th.'ditr*;;; ie"t*e"n nuraint and soft link. (o{ Mrrt.")

Er 3 a. whatareo]:,:g.o"r:ripxprainhowbasicr,"*;;;.;;;... 
;:I]I]jq " m;,:. 

redirection? oit"*, ,i"'r",i.., of ,t"r,a*a i"r*lriI**, ourput wirh

; g c' Describe the important system cals used for process creation. (06 Marks)

i,Ef ; , 

. 
:::l:l:r "ontror? 

Discuss the commands provided by job contror she, 
", 

j"o.j:I,,;:
Agr/ b. lJlscttss the cron unix command. (0s Mrti)
g B c. wnte note on finger and alk unix commands. (04llrrrls)

(08 Merks)
E S 5 a- What are filters? Discuss the cut and paste filters with options.g E b. Discuss the sort and tr unix fii;;- "-'" "[Eni v'rID opnons' (r0 Mrrks)

f E s. I-rescnbe tne uniq filter. (09 Merks)

Eg ' " i:';lhB 
grep filter. write ttre grep commaud to accomprish the r"r"*r,**lllr;l

F B .i) Locate SeKSena or Sa XSena

;g 'iij 
iH:iil:llil::::'ffiqy.:1ff-lltrnumerars (not necessarly purery numerar)9E iv) Rocali Iines not containing Rakhee Rakhi Raki.* v) Locateordinaryfilesthati*"Ji"-"ilmr"

: E vi) Locate liriE ! Ifi[1i,iffi:ffif#f#,;1!;naincwittz (,rMrrks)

E 'E s' wnar are positional parametersl Ho* are ih"y usefirr in she, scripr? Discuss. ltr #:tri
E i 7 a' write a she' 

,script 
t|1 accepts -,h*y.=q name of student if not as command rine:: I,ffi!ll'#1":r*1""-i"1, 

ri,''Ipilf;,n" i.ru,-",i"" oi",i"*'i"d."o.,ts (usereads u wii.".i"ii;;ffH,ii!_f::[ffi;ffix*:,;;;;::.*.!::yffi]
2 not' The scrint_should renort *il;;ilil in arong *,n,rr"'r,#,i#time he was rareF t logging in. roprt us".ou." r"-;;##;1" argument.

(r0 Merb)_E 8 a. Write a perl pro.gram to.simulate u .rO,:,-l,T! calculator nsing basic operations like
Il*",?.'il:Tm,ydpli;a;; 

"uia''oi,irio,,. 
program .r,oia t"r." operarions asb. Discuss the ditrerlnt types of file tests that canbe performed usicg rest comm"ra [l:#::Bc' what do vou ,,"* uv,o*ti;;;ilrffi.r*g of fire svstem? Exprain brieflv. (05 Merks)

rlt\\;,-..*^'rry
PRINCIPAI

SIEI,. TUXA'(UR(',
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Fifth Semester B.E. Degree Examination, Dec. 07 / Jan. 0gUNIX and Shell programrning
' I{ote : Answer any FrvE fult questions. Max. }darks:100

I a' witir a ncar diagram, explain the Lelationship betneen the kerner and the she, of L.D_rrX.
b. Describc the salient features of LINIX operatins syst{ (03 Mark)
c. with example, cxplain dale .",r b. ."^;;;l'5 

c; ot€nl (03 Marlr-s)

(0t Marks)
. " )r:::, 

* parenF+:hild re lationship? Wirh the help of,diagram explain.the UNIX file systenr

ir. Whatarcthctiii:ire:rtt).pes*ifilcsir,IINIX?Explainthembriefly. 
li: #:Iic' Explair"' the abs.lute path n:,.e u,,,a r.tutiu" p.t iui. *irt exampre. (06 illarks)

a. E>lpl:in :i,e dii-iurent modes oioperation in a Vi eciiton 
)J$i,i.rr. 

standard input. staacard ouput and ,*r!rra error? Expiai. ,r,,,, I::;:iTj
c- E-rl.rlain th: i'i;lloii,i.3 e.viro.ment variables (I0 iuark)

i) iFS
ii) TEIII',I

' iii) PAf ii. 
(06 rr::r[,)

ocessr- f)iscuss rhe rnechanism..of 
1g:.1:.j, creation.in LINIX. (08 lllrrr:r)r,:,:. il.,. jrrllcri.iris i..,.,r: ,:r.is in Ur"Jf X: a;i.,;;rt,;"r;l .ll. .,_...r!., _mailx. pine.

on t-rnger ccrnrrrran,l. (08 }iarks)
(C.i i, ia r i*si

Expiain "gre p" comrnantl u.irh all options.
\r,'Lat i; :ll:ll p::rgn:;::l:il:11) E:lr!::: r,,!th n...--t^. rr^,., 

^.-,--.. 
_-: (06 i\tarks)

progiantming. 1:: '-'."-::: :-:j :l'J'''''c]:prf SSIonS "r3 1-r'"2i:r':1q'i !!,! 5i1e!1

Explain the sheli scripts used lbr debugging. (u9 ivlarks)
(05 t,t a rks)

6 .r. jtatc an-y six briilt in variahles in a.xk and explain each.*.4.yplein tlrc slri 1l ttr;rr:r.es.ol,,*liil",, n"a:,#'iiin rrno*.;At+'tat is a hcre docunrenl? ExpliLin with an exarnple. Arso mention its use

.t a.

l:.
Yr'hat is a pi
FIor',, iiu 1.o.r
mesg, talk,

lVrire a notec

a

C

a. Explain string haudiing funcrion in pcrl.
b. Explain the list and array used in perl

number to binary nunrber.
c. Explain file handling in perl.

Also rvrite a perl program ," ..,r"..tJ''o::1;,::l

(07 Marks)
(06 illarks)
(07 Marls)

(0S iilarks)
(06 Il1arks)

(08 [{t| rkj)
(06 Marks)
(06 Mart s)

8a
ll::.t'r' 

thc various pri'ileq"s of a super user. Discuss how a user can becomc a s,,rper

b. Explain the facility of mor
c. Discuss lhe Crypt .o,r*u,rll'n* 

:ind Lin-mounting the files in UNIX'

\n--.* [t*f,
PRINCIPAL

SIET. TUMA(Uru

USir i
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L 55:

N4ax. Ivlarks: 100

(07 Marks)

()i' i\Ir' rks)
(07 ivarks)

(06 ilia r-ks)

(03 ivlarks)
(06 )larirs)

(o! )!r r-l::1

(0t ilrsrks)
(04 [iarkj)

(06 lvla rk)
is SC96 o1

(08 illarks)
(06 IUarl:s)

(06 lVzr!.:s)

(08 iYa rt:s)
(06 I\ : a rks)

T;.- ^

I

N<ttc : .4::.;t,..tr o -t; F,I t/E J1!!l questions.

a. I)lsr-.Ll:;s the s:rlient features crf LiNIX operetinq svstem.b. Erpl:i;r 
lfe,tbllou.ing conrninds .,, irl,'.r,,,,, pl"r, 

'

r) (:..t.,- r:) bc iii) cal.
c. Ii:ipia.in jn brief the difflcrer.rr t1,pe s of irles i:r UNIX.

i:l;;'iiil'J:iving 
tileta.iiiins r:cimmands useri in uNIx with exanrpres:

!;,:llb:l!: v,rrious.fii. eriribrles clispial,cd ivith [s - I comrnand.. rrl, :r'rii::).:',' *.,..:Ctti,,,,.:.:,.1:::::r.l-:|li 
lirliS.

b

r Er:i-,lair.r the dill.:ient rlodes in rvhich v; editoi works.t., },i':,r d-.;: tir:. itii..'.,;i,S .oi)ir.ra,(l d. !.1.iic;.i .a;tl,rg ;itl, ,r;Z 
(i)6 ri,la rks)

: {. 3 s,' u;ris i t j.{.\ i cl

' l;,lll,ii; iril3:l' 
t*; sta.dard outpui 

'il'Ild 
standard enor? Exptain *,,n.r0".[t;T^l;i

ci Lrp:air, ii;e f,.iiloiving cr:\,ir,,l)n)Jrri yalirbl.:s: t06 ii.'i.,)
i)lFS ii;pSl iii)TFip.).,r ir,)p..i.ti.t.

(06 tr{e rk)
a. '1,'1. ,t l-; .. ; : ,..+s,:? lJ,s.l:rss..L, .:te:h:rniim of y.;olrss c.reation in Ul.iy (01 i*rt;)b Deliue iob. i lou' is job contiol d,.rne Lr LNIX?1 

" " '' "'
c. E.tpirin tinger. talk, and mesg 

"onrrnunJ. 

'u, 
related tr_r comrn,rhi^a1:^_ ,... J:l Y:*luiriiJiing slsten'i. 'l!' ! ururr; ilir'.r'iliuir tiilcel ijili^

(t)6 i;.ia rk)
E.,.. 1,, i p:::1 1l:il rl;:::::'::.1. ,..;rl. 

^,1+;^,..
.'s ,rrul lr:ip rn sa:rrcl,in!, 11ry x F11i;(16 j Ixpiain its i, c. atrd v op1jiJn3.noie on liere document.

'.r, dc,

a.

b.

c.

,11i::j.j:,;;:XI,:"",.J:;;,:;iflu ri.hich rrisprays rhe rist of nres, currerrr <ieie, 1xc::rs

iTlii'th: usc ('|f.t(si arrd [ ] i,, evaluete erpi-essions i:r shel[. 
(ttl i\'lrrrirs)

'.\ r:ti ,r n{,tr t,n,J:l,uggirrg sheil scripts. (0t r.r:rrks)
(0I l/;ar lis)

I i;::l 't'u 
urDia;rr ur)'six built irr vuriablc ui'au,k.L'. \r i/rc at.) a\!.li s.i(l,Lnie to tlnrl IiF./,. D,\ l;rJ net pa1.,f an enrployee *h.:r.e I),.\'tirc b;15jc. I-il.lA is I0% cl-t,xic rnd rr;i p:y is ,;,. J*,, oit rri., I.IRA ancl D.t.r. Iixplain the strin.q hardiin,{ functions olirrlrl.

'/

a Writc a pcrl scripr to converl a decin,al uu;r;1.:r :., binarv.b. List.and explain the u:,rioLrs lxir ilegl, 
"irrri"r, ,a,rririrri.",".c. Explai* epi. corlmand fo, ba"k uplnJr"r1"ri"_?,r... ""'

.11::':+-: \n""".*
PRINCIPAL

SIEI.. TUMAKUru.
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